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ABSTRACT 
 

This research aims to investigate a simple algorithm modeling, how the algorithm implementation and development 

into the structural model in the form of multivariate time series data using Eviews. 2 basic instruments are in use are 

vector auto regressive (VAR) and vector error correction (VEC) which will be developed into a structural vector 

auto regressive (SVAR) and structural vector error correction (SVEC). In this study used a variable currency IDR 

(Indonesia) and YEN (Japan) during the period 2004-2014, which convert into USD. Modeling of basic instruments 

that created and continue to shape innovative structures, can result in that the VAR model and SVAR be 

implemented on the stationary, while the VEC and SVEC models can be implemented in the data that are non-

stationary. 
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I. INTRODUCTION 

 

In knowing and making a value of forecasting 

(forecasting), can be made a cornerstone in the decisions 

to increase or investment, Hadi, Y.S (2003). If, at the 

present time there are various kinds of software 

(software), which offers various facilities to do 

forecasting, such as Eviews, Stata, Matlab However, the 

use of software such software requires knowledge in the 

field of statistics that are strong enough from its users so 

that they get results forecasting can believe in and trust 

bias. With the presence of some of these limitations, 

giving the idea to create a software that provides 

forecasting results automatically, so that someone with 

no knowledge of statistics are in, especially in the field 

of analysis or financial time series is able to operate it. 

 

This study will build an automatic multivariate 

forecasting large scale models with assisted software 

Eviews. Modeling time series using econometric 

approach. Sims, C, A. (1980) developed a vector auto 

regressive (VAR) is most often used to predict the data 

stationary. VAR has developed so as to build the vector 

error correction (VEC), structural vector auto regression 

(SVAR) and structural vector error correction (SVEC) to 

interpret the contemporary relationship between 

variables. In Granger (1981) explains the concept of 

cointegration to find linear relationships between 

variables in the data nonstationary. This concept is then 

used to interpret the contemporary relationship 

variables. According to Halim, et al. [5] The model 

building will be constructed using Eviews software, 

which is a continuation of the univariate time series 

forecasting package automatically. 

 

II. METHODS AND MATERIAL 
 

1. Research Method 

Basically adaptations are not much different. The first 

step that should be done is to test the stationarity of data. 

According to Harris and Sallis (2003) the data is entered 

into the package in doing tested Automatic Dickey 

Fuller (ADF) test for each variable. In concept, the ADF 

test data test stationary if the mean, variance, covariance 

of time series is constant for all the period and has no 

periodic fluctuations. Furthermore, if the data is 

stationary, then the data will be modeled by using a 

VAR that can be repaired with svar. However, if the data 

is not stationary, the nonstationary model that will be 

used to model it. In Luetkepohl (2005), Brooks (2008) 

explains in detail how nonstationer model to be used is 

VEC or SVEC, but here the authors ignore it to get the 

difference results from structural models that SVAR and 

SVEC proposal. 
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2. Model for Data Nonstationary 

In multivariate data, nonstationerity can occur at 

variable or only on a part of the variable exists. When 

the whole nonstationary variables, the modeling can be 

handled with models Vector Error Correction (VEC) or 

Structural Vector Error Correction (SVEC). However, if 

only some of the variables are stationary, there are two 

options for modeling variables like this. Both of these 

options is the first, modeling the first combined 

stationary and non-stationary variables in the VAR 

model, SVAR followed by a VEC models and SVEC. In 

the data required nonstationary cointegration test 

between variables. In Harris and Sallis, (2003) said that 

cointegration tests done using procedures Johannsen. 

When the variables in the data are not cointegrated, then 

the package will give a warning and stop modeling. 

However, if these requirements are met by the VEC 

modeling can be done. 

 

3. Analysis Structural VAR 

 

In Granger test model (1981), explains that the structural 

test is needed to determine causality (mutual influence) 

between variables. This test is the widely used model of 

Granger-causality test, where the test can see causal 

relationships in the data. The assumption in this test, if 

there is a causal relationship, the model in the proposal 

to meet the continuation of the selection of the VAR 

model. The weakness of the VAR model is not able to 

capture the movement of deterministic time series data. 

Therefore, Stuctural Vector Auto Regressive (SVAR) 

was built to analyze the movement of a deterministic 

model of VAR. Two types svar which can be estimated 

by the addition of a barrier on the matrix A or B is (a) 

Model A: B is defined as IN, (b) Model B: A is defined 

as IN with a minimum number of delimiters for the 

identification of models A and B is N ( N-1) / 2. 

 

4. Structural Vector Error Correction Model 

SVEC model is built because the information contained 

in the cointegration properties of the variable does not 

identify restrictions (limits) on the structural shock. In 

this SVEC model B is assumed to be used. In the SVEC 

model of necessary limitation as N (N-1) / 2). Flow 

modeling multivariate time series is complete. Resume 

of the impulse response and variance decomposition are 

not in further review by the authors of the study. 

 

III. RESULTS AND DISCUSSION 

 

Hasil Penelitian dan Pembahasan 

 

Here are the results for the ADF test against the currency 

variables IDR and YEN. 

 

 

 
Note the table 1 above, the value of Prob ADF Test 

Statistics of 0.0778 <Alpha 0.05 so that we reject the 

null hypothesis and state that statistically, the IDR 

currency data is stationary at the level. For table 2 

above, the value of Prob ADF Test Statistics is 0.5098> 

Alpha 0.05 so that we accept the null hypothesis and 

state that statistically, the YEN currency data is not 

stationary at the level. 

 

As explained in the previous discussion, that the VAR is 

only an approach and not equipped with long-term 

relationship analysis (cointegration), the VAR model is 

less precise if it is used as a confirmatory model to make 

future policies. Interpretation of the VAR model is not 

the main focus in the use of the VAR model approach 

for a study that is only interested in looking at 

relationships (not influences). The following is a 

continuation of the ADF test of the VAR and VEC tests. 
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In looking at cointegration, it can be done using rank r. 

Comparing testing of null hypothesis r = 0 with r ≥ 1, 

whether in the proposed model there is cointegration 

between variables. By rejecting r = 0, the conclusion 

does not occur cointegration among data in doing 

research. However, by looking at the VEC and VAR 

models in the form, then the series data, if r = 0 then at 

least some cointegrated series can determine the number 

of cointegration relationships. The null hypothesis that r 

≤ 1 against r ≥ 2 is not followed in this study. This test 

can proceed further, by hypothesizing that r ≤ 1, and 

performing further tests with ≤ 2, and r ≥ 3. In Johansen, 

Soren (1995) uses the value of r as a hypothesis stating 

that there is a cointegration relationship between 

Variable. 
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If seen in table 5 and 6, the value of the relationship 

between the currency variables IDR and YEN is very 

significant. This provides evidence that, with data from 

the IDR and YEN currency variables, which are 

stationary, make the structural form and model proposed 

to be significant. On the contrary, if the IDR currency 

variable is not stationary, the structural model proposed 

may not yield significant results. 

 

IV. CONCLUSION 

 
From the studies that have been done, the authors argue 

that, the model in the proposal can be made in the guide 

in analyzing the variables associated with the economy. 

This model looks better, if the test data before the 

proposed model in do stationarity. This may provide 

clarity that, the relationship between the initial step test 

and the subsequent test can give better results. 
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