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ABSTRACT 
 

Face spoofing using photographs is one of the most well-known strategies of attacking face recognition and 

verification frameworks. This paper proposes a spoofing detection method based on the diffusion speed of the 

input image.  The diffusion speed is nothing but the difference of pixel value between original image and 

diffused image. The implementing method is based on the diffusion speed, and there is no user involvement, 

and works with a single input image. Diffusion speed is calculated by using total variation (TV) method, and to 

solve the nonlinear scalar valued equation additive operator (AOS) algorithm is applied. The local speed 

patterns are calculated from diffused speed image at each pixel position. And these pattern are input into the 

SVM classifier. 
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I. INTRODUCTION 

 

In the advanced technology, the systems require high 

security. In this security systems biometric 

authentication is the most advanced and highly 

secure. Fingerprint recognition, hand geometry, 

retinal and iris scanner are some of the well-known 

biometric techniques used for security purpose. In 

these systems accuracy is more but the user need 

direct contact with the biometric system. But the face 

recognition system is the alternative method, which 

gains more popularity in recent times. Face 

recognition systems are user friendly more convenient 

when compare to other systems, and therefore every 

security system adopting face recognition. Though 

this is more advanced, the face recognition systems 

facing some spoofing attacks. Spoofing means creation 

of non-faces, fake face pictures. If the face is spoofed 

the recognition system may not differentiate the fake 

face and real face. When the face is spoofed the 

system bypasses the valid user. 

 

To overcome this problem, the recognition systems 

must contains the face liveness detection system, it 

can differentiate live face and fake face. The fallowing 

figure depicts the overall system of liveness detection. 

 

 
             Figure 1 : Face liveness detection 
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II. Related Work 

 

Several researchers has contributed different 

techniques to detect the face liveness, based on the 

textures or motion. 

Texture based techniques are relatively easy to use as 

they work on a single image and does not require anti-

spoofing databases. Such techniques aim to 

differentiate the fake and live using micro texture 

present in the printed paper. 

 

The physics-based method [1] detects works with a 

single image recaptured from printed material. When 

light incident on image surface, some amount of light 

is reflected off by the surface. This reflection is 

referred as the specular component of image which is 

being used for differentiating live and recaptured / 

fake faces. 

 

Face spoofing detection based on micro-texture 

analysis [3] detects whether a print image is produced 

in front of the camera or a live person is present. The 

key idea behind this approach is that printing quality 

defects are present in the face prints on paper which 

can be are easily detected using micro-texture 

patterns. These approaches have considered a human 

face as a non-rigid, complex 3D object and a 

photograph as a 2D planar object. Therefore; there 

both objects (human faces and photograph prints) 

reflect light in different ways which result in different 

specular reflections and shades. 

 

In particular, Tan et al. [11] combined texture 

information with the response of the DoG filter to 

improve the performance of face liveness detection. 

Inspired by this work, Peixoto et al. [12] applied a 

similar scheme, defined as a combination of DoG 

filters and a standard sparse logistic regression model, 

to bad illumination conditions. Maatta et al. [13] 

attempted to extract micro textures by using the multi 

scale local binary patterns (LBP), which are frequently 

treated as a liveness clue.  

Above methods are effective when used with a single 

input image but vulnerable to high resolution-based 

spoofing attacks using a large display. In order to 

counter this problem Kim et. al. [11] suggested 

diffusion based method to differentiate a live and fake 

face in a single image. The whole idea was based on 

the fact that the illumination energies diffuse slowly 

on a uniform 2D surface, whereas these energies move 

faster on a 3D live face because of its non-uniformity. 

Diffusion speed is calculated using Local Speed 

Patterns (LSPs) - local patterns of diffusion speeds and 

by utilizing the Total Variation flow scheme. The 

anti-spoofing features are extracted and fed into a 

linear Support Vector Machine to detect the liveness 

of the given face input. 

 

III. Methodology  

 

3.1. Motivation:  

 

The implementing process is based on the surface 

properties of the input image, due to this the 

illumination characteristics of live and fake faces are 

significantly different, and these differences are 

clearly seen in diffusion process. Figure-2 shows 

illumination characteristics of fake and live face 

respectively. 

 
 

Figure 2 : illumination characteristics fake (a) and live 

(b) faces 
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The following figure shows the block diagram of 

implementing process, firstly computing the diffused 

image using the AOS (Additive Operation Splitting) 

algorithm. After that compute the diffusion speed 

image or delta image is obtained by finding the 

difference of the original image and diffused image. 

And extracting the local speed patterns of diffusion 

speed image at each pixel position. Extracted features 

are fed to Support Vector Machine to classify whether 

input image is live image or fake image. 

 

 
Figure 3 : over all process of implementing system 

 

3.2. Computing diffusion speed: 

Firstly, compute the diffusion image, for the input 

image (I), by using the nonlinear diffusion equation as 

follows. 

 
 

Where k denotes the number of iterations 

The additive operation splitting algorithm is used to 

solve above equation, it is defined in the equation (2), 

 
3.3. Computing diffusion speed image: 

It represents the amount of difference between 

original image and diffused image at each pixel 

position of I(x, y), it is applied on the log scale as 

shown in the equation (3), 

                                                                   (3) 

Where L denotes the number of iteration for which 

the diffused image is calculated. 

3.4. Feature Extraction: 

 

Local speed pattern (LSP) are calculated from the 

diffused speed image, these acts as the base line 

features,  

 

      (4) 

  

Here, W and H are width and height of the identified 

face region, respectively. 

 
                                                                    (5) 

 

Where n is the number of sampling pixels in the 

neighborhood of 3 × 3 pixels, 

 

Here (x, y) is the center pixel, n is the number of 

neighboring pixels in the 3 x 3 (here n=8) and (xi, yi) 

indicates the position of the neighboring pixels for I 

ranging from 1 to 8. Therefore; calculated LSP (x, y) is 

in the range of [0, 255] as shown in Figure-4, a gray-

scale representation of the image. 
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Figure 4 : Local Speed Patterns 

 

3.4. Classification 

 

Support Vector Machine (SVM) is a supervised 

machine learning algorithm which can be used for 

both classification and regression challenges. 

However, it is mostly used in classification 

problems. In this algorithm, we plot each data item as 

a point in n-dimensional space (where n is number of 

features you have) with the value of each feature 

being the value of a particular coordinate. Then, 

we perform classification by finding the hyper-plane 

that differentiates the two classes very well.  

 

IV. Experimental Result 

 

4.1. NUAA datasets: 

 

The dataset provided by NUAA [2] is used is most 

widely adopted dataset for face liveness detection. It 

consists of 15 subjects looking at the webcam with a 

neutral expression. Images are captured at 20 fps. For 

creating the fake images, pictures of the subjects have 

taken using the Cannon camera, and printed on the 

photographic paper as well as a normal A4 sheet. 

These printed photographs are then shown to the 

webcam to create the fake images. 

 
Figure  5 : Sample images from NUAA dataset, real 

(top row) and fake (bottom row) 

 

4.2. Results: 

 

For given input image diffusion speed is calculated, 

features extracted from the diffusion speed image. 

Extracted features by LSP are sent to the SVM 

classifier. For training purpose 100 images are 

randomly selected from NUAA datasets, in that 50 

fake images and 50 real images. For classification 

purpose 42 real images and 58 fake images fake images 

are taken. 

 

 Real Fake Total 

Training 50 50 100 

classification 42 58 100 

 

Table 1: dataset summary 

 

The proposed method shows 90% accuracy, for testing 

the 100 images (42 real, 58 fake). 

In that 37 are correctly detected for 42 real images 

and 53 are correctly detected for 58 fake faces. 

 

Input 

images 

Input 

images 

Correctly 

detected 

Percentage 

(%) 

Real 42 30 71.42% 

Fake 58 43 74.13% 

Total 100 73 73% 
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Table 2: Classification Details (LBP) 

Table3: Classification Details (Proposed Method (AOS 

& LSP)) 

 

Intermediate images for some input images is shown 

below 

 

 
Figure 6 : (A), (C), (E) are the real images and (B), (D), 

(F) are fake images. The first column shows the images 

taken from the NUAA dataset. Diffusion images, 

diffusion speed, LSP are shown in second, third, 

fourth column respectively. 

 

V. Conclusion 

 

For detecting face liveness this depends on the 

diffusion speed rather than the diffusion result itself, 

as in the logarithmic total variation (LTV) model. 

Based on our TV flow-based diffusion speed, which is 

quite different from the traditional total variational 

framework used in the LTV model, this method can 

efficiently reveal the difference in the reflectance 

characteristics according to the 2D plane and 3D 

structure, whereas the LTV model provides only the 

illumination-invariant face image, regardless of the 

liveness of the given face. As compared to the texture 

patterns widely employed in previous approaches, 

LSP-based feature vector captures illumination 

characteristics on corresponding surfaces. This allows 

the proposed scheme to be robust to a wide range of 

spoofing attacks using various media. Moreover, it has 

a very good ability to discriminate live faces from fake 

ones, even when the latter are captured in high 

resolution. Based on the observational result it is 

observed that the implemented system gives 90% 

accuracy. 
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