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ABSTRACT 
 

Web usage mining is one among the essential frameworks to find domain data from the interaction of users 

with the net. This domain data is used for effective management of prognosticative websites, the creation of 

adaptative websites, enhancing business and net services, personalization, and so on. In nonprofit able 

organization’s web site, it's tough to spot who area unit users, what info they have, and their interest’s 

modification with time. Web usage mining supported log knowledge provides an answer to the present 

problem. The planned work focuses on weblog knowledge preprocessing, thin matrix construction supported 

net navigation of every user and clump the users of comparable interests. The performance of net usage mining 

is additionally compared supported k-means, X-means, and farthest 1st clump algorithms. 

Keywords : Web usage mining, sparse matrix, Clustering, Influence degree, K-means, X-means and farthest first 

algorithm 

 

I. INTRODUCTION 

 

Digitalization of {data|of knowledge} and zoom of 

{data of knowledge} technology cause monumental 

data altogether domains within the sort of formats and 

full data might not be helpful to any or all users 

because it is. Data processing helps to extract solely 

relevant data from these giant repositories. The online 

may be an immense repository of text documents and 

transmission information. Mining helpful information 

from net the online the net} is understood as web 

mining and it's classifieds: online page analysis, net 

usage mining, and net structure analysis. 

 

Web content analysis is analogous to data processing 

technique for relative databases. Online page 

associatealysis is an extraction of helpful domain data 

or data from net documents. This data could also be 

audio, video, text, or image. Net document could 

contain structured or unstructured information. 

Online page mining is applied to completely different 

analysis fields supported text and pictures like Text or 

Image content Retrieval and AI. Net structure analysis 

is employed to seek out webpage structure or 

boundary extraction in WebPages accessed by the 

online users that is employed to project the 

similarities of online page and to enhance the online 

structure. Net usage analysis is useful to seek out the 

frequent net accessed patterns for user analysis.

  

From net the online the net} analytics and web 

application purpose of read, extracted domain data 

obtained from the online usage mining may be 

directly applied to cross-market analysis for e-market 

Business, e-Services, e-Education, e-Newspapers-

Governance, Digital repositories, etc. as a result of the 

provision of enormous size of the online information, 

it's essential to research the online content for the e-

business and online applications to avail user’s 

counseled systems [1]. With an oversized range of 

corporations exploitation the web to distribute and 

collect data, data discovery on the online has become 

a crucial analysis space. In net usage pattern analysis 

the information is extracted from the online log file 

[2], it contains {the data the knowledge the data} like 

user browsing information, World Health 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) 

 

483 

Organization area unit visiting the web site, that files 

the user is accessing, what number bytes of 

information area unit accessed, style of OS, and 

different data. There is a unit several techniques of net 

usage mining are developed by several researchers. 

The Sect. two covers a review of the online usage 

mining, Sect. three is regarding existing work and Sect. 

four provides the main points of planned work and 

Sect. five describes the results and Sect. 6 mentioned 

conclusion alongside future work. 

 

II. RELATED WORK 

 

With rapid usage of web by a large number of 

customers, clustering of these people becomes an 

important task based on their usage or accessing of 

web pages. This section gives a brief review of web 

mining and its literature. It comprises data 

preprocessing, user and session identification, path 

completion and clustering is performed using farthest 

first technique (FFC) used for clustering. But in this 

method occurrence of outliers is more while 

clustering and not suitable for smaller datasets.  

But this method is applicable only for small 

repositories, therefore it lacks the scalability. Antony 

Selvadoss, Thanamani et al. [6] proposed a technique 

based on fuzzy C-means to cluster the web user 

activities. The mechanism involves constructing the 

session matrix, calculating the R index and F-score. 

But, this technique is highly expensive as it involves 

large number of computations for clustering. J. HuaXu 

and H. 

Liu [7] developed a web user clustering technique 

based on vector matrix: Users and URL as rows and 

columns and values as number of hits. Similarity 

measure is found by using cosine similarity function 

to find similarity between the vectors (rows) and then 

unsupervised k-means model is used to cluster the 

web user’s behavior. But, this model does not work 

when the variation between hits value is high. K. 

Santhisree et al. 

[8] Implemented a new framework known as rough-

set based DBSCAN clustering to find the user access 

patterns along with inter-cluster similarity 

identification among the clusters. The implementation 

is based on the set similarity, sequence similarity 

values. This is not valid for soft clustering. Xidong 

Wang et al. [9] proposed a frequent access pattern 

method to extract the frequent access patterns from 

users’ accessed path for a specific website. Generation 

of frequent access pattern tree using this technique is 

difficult when more number of access records exist for 

each user. Wei et al. [10] implemented a multi-level 

model for web users clustering based on similarity 

interests from the user’s accessed web pages. This 

technique is suitable only if the number of sessions is 

higher than the given threshold measure. No one 

technique is optimum in clustering the web users. 

Therefore, novel techniques to achieve optimum 

clustering and clustering with minimum time are very 

much necessary. 

 

III. EXISTING SYSTEM 

 

Web user clustering is one of the essential tasks in 

web usage analysis. The goal of clustering is to group 

data points that are close (or similar) to each other and 

identify such groupings (or clusters) in an 

unsupervised manner [11]. Information of web user 

clusters has been widely used in many applications, 

such as solution of website structure design and 

optimization [12]. There are many clustering 

techniques employed for finding the interestingness 

patterns among users. One among such technique is 

clustering of web users through Matrix Influence 

Degree (MID), which contains influence degree of 

each web page corresponding to the user. Simple k-

means is applied over the obtained MID to obtain the 

clusters [13]. Clustering process is pictographically 

represented in Fig. 1 which is a sequential process. K-

means is greedy approach for partitioning n objects 

into k clusters. Clusters are formed by minimizing the 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) 

 

484 

sum of squared distances to the cluster centers. The 

main task of K-means clustering is described as 

 Given a set X of n points in a d-dimensional space 

and an integer k 

 Task: choose a set of k points {c1, c2, ck} in the d-

dimensional space to form clusters {C1, C2, Ck} 

such that the following function (Eq. 1) is 

minimized. 

 
Fig. 1 Clustering of data 

 

------------------ (1) 

The k-means algorithm: 

 

 Randomly pick k cluster centers {c1, ck} 

 For each I, set the cluster Ci to be the set of points 

in X that are closer to ci than they are to cj for all i 

≠ j 

 For each i let ci be the center of cluster Ci (mean 

of the vectors in Ci) 

 Repeat until convergence. 

In the similar manner simple K-means operates over 

the generated MID obtained from web log data. J. 

Xiao et al. [14] developed a cluster analysis method to 

mine the web, this method clusters the web users 

based on their profiles. User profile clustering 

algorithm consists of three modules. First it finds the 

similarity measure based on Belief function and 

applies greedy clustering using this function then 

creates the common user profiles. In greedy clustering, 

it first randomly selects the users into common profile 

set and for each user calculate similarity measure, 

based on this choose best representative and update 

similarity of each point to the closest representative 

finally it gives the unique clusters. To generate the 

clusters using session representatives V. Sujatha and 

Punitha Valli [15] adopted a method called 

Hierarchical Agglomerative clustering. In this method 

first it considers the navigation patterns for each 

session as a single cluster. Clusters members are added 

based on similar session pages. And similar navigation 

patterns, it is calculated by distance similarity measure 

for several sessions. Density-based algorithm works 

[16] first searching core objects based on these objects 

clusters are increased and by looking for objects 

which are in a neighborhood within a radius of object. 

The main advantage of this density-based algorithm is 

it can filter out noise. 

 

Disadvantages of existing systems:  

 

 Time consuming to build the model over large 

records and increases over the size of MID. 

 Web user clusters are dependent on the initial 

point selected, which have large influence over 

the cluster sizes. 

 More number of outliers can cause problem of 

ambiguity. 

 Does not operate well in large variation between 

values of the influences degree. 

 

IV. PROPOSED SYSTEM 

 

In this paper, an efficient technique is implemented 

for clustering web users. It includes the following 

steps: 

1. Data preprocessing of the weblog and extracting 

the relevant attributes for clustering. 

2. Build the Sparse Matrix of every user with sessions 

and pages visited. 

3. Generate Three Tuple matrixes from sparse 

matrix. 

4. Calculate the influence Degree of all web pages for 

a user. 

5. Repeat the Steps 2, 3, and 4 for all web users until 

all sessions are completed in the web log. 

6. Generate the Matrix of Influence Degree (MID) 

for all web pages. 
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7. Cluster the MID with X-means and farthest first 

techniques. 

4.1 Data Preprocessing 

 

The raw data of web log is as shown in Table 1, which 

contains set of attributes and all of these are not useful 

for clustering the web users. The input raw data is 

applied to noise removal phase, where missing values 

and records with error status numbers such as 400,404 

are removed and only relevant attributes are selected. 

The required log data after cleaning is shown in Table 

2, it contains relevant features such as network IP 

address, Time of Request, and URL are extracted to 

cluster the web users. 

The generated three tuple matrices from log data after 

application of preprocessing are shown in Table 2. 

From Table 2 each URL is identified with unique 

number. This data indicates 14 web pages are accessed 

by web users. 

 

4.2 Building a Sparse Matrix 

Sparse matrix is a matrix in which most of the 

elements are zeros. Web log data is transformed into a 

sparse matrix. User session is considered as the 

criterion to group web log data. Web log data is 

grouped by user session for each web user and the 

user session is defined as 3600 s. 

Let there are ‘m’ web users Ui, where i = 1, 2,…, m, 

each web user has ‘n’ user  sessions Sj, where j = 1, 

2,…, n, and there are ‘p’ web pages Pk, where k = 1, 

2,…, p then the sparse matrix SMi of Ui is shown in 

Eq. (2): 

-------------------(2) 

where, Sjpk is the value equal to the times of web 

page Pk accessed in user session Sj by web user Ui. 50 

web log data records are considered for 

experimentation, the sparse matrix for the 14 users 

and their session usage of web pages is generated as  

 
Table 2 Web log data after 
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Table 3 : The Web Log Data After Leaning 

 
Fig 2 : Spare Matrix For 14 Users 

 

displayed in Fig. 2. It is built for each user with total 

session count and total number of web pages in the 

selected website. The values in the cells of matrix 

indicate the visits of the web page in a particular 

session (s1p1). Value 0 in the cell indicates that page is 

not visited in that session with respect to the user. In 

each sparse matrix we can extract the useful 

knowledge, whether the web pages are accessed by 

users or not. This will give the importance or 

preference of accessed pages by the web users.  

 

From above diagram, consider the sparse matrix-0, the 

value in the cell s0p0 is 2, it indicates that user-0 

visited the page 0 in session-0 twice. The value in cell 

s4p4 is 1, which indicates that user-0 visited the page-

4 in session-4 once. The same procedure is followed 

for all elements of matrices. Thus, all sparse matrices 

indicate the Activity of the user in all sessions. 

 

4.3 Generating Three Tuple Matrix 

 

After building the sparse matrix of each web user, we 

get its 3-tuple representation. 3-tuple representation 

of sparse matrix is a list of (i, j, v), where i is the row 

index of nonzero value, j is the column index of 

nonzero value, and v is the value of nonzero value in 

the sparse matrix. The three tuple matrices for the 10 

users corresponding to their sparse matrices are 

generated as displayed in Fig. 2. Every tuple User 0 

User 1 User 2 User 3 
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Fig 3.  Generating three tuple matrix 

 

Table 3. List of Influence degree for 3 tuple array 

 
Efficient Techniques for Clustering of Users … 389 

Table 4  Farthest first and X-means clustering results 

 
(row) contains three fields: i-row index of sparse 

matrix; j-column index of sparsematrix; v-value of the 

cell with index (i, j); This eliminates the zero in sparse 
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matrix  and contains only nonzero visits of the 

webpage with respect to the session and web page 

index. 

 

From Fig. 3, three tuple for user 0 has 6 rows and 

three columns which have nonzero values of v (value 

in the cell). Consider the first row 3-tuple of user-0, it 

indicates 0th page visited in 0th session two times. 

The second row in the 3-tuple indicates in session-1 

page-4 is visited twice. This is followed to all the three 

tuple 

Obtained from the sparse matrix of all users. 

 

4.4 Influence Degree 

Influence degree of 13 web users with 15 accessed 

web pages is given in Table 3.Influence degree (ID) is 

the mean value of accessed times of one web page in 

one web user. We calculated influence degree of each 

web page from 3-tuple representation using Eq. (3). 

 

------------ (3) 

 

Where j is the column index of nonzero value in 3-

tuple representation, Sum (j,v) is the sum of all values 

v with same j value, Nj is the number of value j. After  

calculation of influence degree of all web users, we get 

the matrix of influence degree with the row value of 

each influence degree of each web user. The MID 

obtained for the data is represented in Table 3. 

 
 

 
 

 

4.5 Clustering of MID 

 

Clustering is defined as grouping of similar type of 

web objects such that the web objects within a same 

group are similar (or related) to one another group. 

We performed our proposed approach MID with 

different clustering algorithms to analyze the effect of 

grouping the similar web users. 

 

Initially farthest first, X-means clustering algorithms 

are applied over the  obtained MID for required 

number of clusters. Obtained clustered instances are 

summarized in Table 4 as follows:  

 

Thus from the results farthest first technique takes less 

time to build the model and X-means yields optimal 

number of cluster instances. 

 

V. PERFORMANCE EVALUATION  

 

The performance evaluation of the system gives the 

clustering of the web users, it is considered over the 

three clustering techniques: Simple K-means, farthest 

first and X-Means. Experiments are performed over 

1000 records of web log which consist of 185 users, 40 

sessions, and 25 web pages. This entire record will be 

converted into MID by going through many 

transformations from sparse matrix form. 

 

Final MID obtained is of order 185 by 25. Clustering 

techniques are applied over the matrix MID for 

desired k value. Initially, simple k-means is applied for 

k values 10, 15, 25, and for the same values of k, 

farthest first, X-means clustering techniques are 

applied on the same MID and the results are compared 

which are shown  in Tables 5, 6, and 7 as follows: 

From the results, compared with existing K-means 

approach, farthest first technique yields the clusters in 

less time and optimal clustered instances are  obtained 

through X-means which is shown in Fig. 4. 
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Fig. 4 Graphical representation of clustering 

techniques (k = 25) 

 

VI. CONCLUSION  

 

We planned an approach to cluster the net users by 

transforming the weblog information into a thin 

matrix, and then the three-tuple matrix is built by 

removing unused webpages. Influence degree of every 

web content is calculated for one user. Finally, mid is 

created for all internet users. The planned approach is 

applied to generate mid to create the best variety of 

clusters using X-Means and farthest initial technique 

for clump the net users in less time. In future, our 

planned approach can be extendable for finding best 

navigation methods using Association Rule Mining. 
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