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ABSTRACT 
 

In this paper there is an introduction of an algorithm which converts a camera, which is known as an artificial 

eye, into an intelligent eye. Here the use of deep learning algorithm which is most commonly used in the field 

of artificial intelligence. In this given paper there is an embedded system which detects the presence of a 

human being and recorded the video at the required time and when nobody is in the range of camera then the 

recording system will automatically OFF. Raspberry pi3 is used as a processing block of the system and there is 

an embedded algorithm which helps the camera to identifying the human presence and also identify him. This 

algorithm is using the probability concept based on pLSA technique. 

Keywords: Deep Learning Algorithm, Artificial Intelligence, pLSA. 

 

I. INTRODUCTION 

 

In modern era as the technologies increases, facilities 

increases, and network increases simultaneously there 

is also an increase in crime in the same ratio. There 

are a lot more new techniques are available to execute 

a criminal activity. So there is a need of smart eye 

which is available on every street, road, public places 

and homes are also needs to be protected from that. 

This smart eye is nothing but a camera which is 

placed everywhere now a days. These cameras 

recorded the data and it would be useful at the time of 

need. But there is a problem related to the storage of 

data it means until the camera is on it will record 

every data which is present in that area or in the area 

which is in its range. So for removing this issue there 

is a system proposed which only records the data until 

the objects which are available in the range are 

moving when there is a time at which the objects 

stops moving the camera will stopped recording. This 

will be executed for streets and roads but when homes 

are coming in this range there is an additional issue is 

comes around that is security, and privacy. 

 

As there is known that the privacy concern is very 

important for homes so there should be an identical 

system which detects the presence of the persons in 

home create a database with the time and date entry 

and when any person leaves the home that will also 

be noted but the other private talks and basic daily 

works which are not so much important are not 

recorded. 

 

So here is a design of an embedded system [1] which 

has certain algorithms of deep learning [2]-[4] system 

seems something close to Artificial Intelligence [5]-[6]. 

It detects the persons face present in a home record 

that and when it come again in a certain time range it 

will not record the content when it detects any new 

face again it records that one and process for the same. 

 

Here the embedded system is used for the ON and 

OFF mechanism of the recording system. The deep 
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learning algorithm used for identifying the known 

face or an unknown face and respond according to the 

result to the microcontroller who turns ON or OFF 

the recording of that camera. That algorithm is 

uploaded in the form of an operating system in a 

processing system known as raspberry pi. 

 

Here is a block diagram shows in figure 1 which has 

the complete process. This complete system is divided 

in three parts one is caption from camera next is the 

Algorithm which matches the available result and the 

last one which allows the camera to record the frames. 

 

 
Figure 1. Block Diagram of the system 

 

This system will be helpful in the privacy concerns of 

the people and also the security issues which are also 

quite important in these days. Both the issues can be 

managed simultaneously. 

 

II. DEEP LEARNING ALGORITHM 

 

In this paper as there is a need of identifying the face 

of a human being. If we concentrate on normal face 

recognition system then there is a problem in 

differentiating when the position of the face is 

changed. There is a possibility that may be once the 

subject is showing his left portion of face after that he 

will show his front face or move his face in different 

style. When these types of problems are arrived there 

is a solution available which is known as machine 

learning. Machine learning is a part of AI, here a very 

small portion of the algorithm, which is used in 

machine learning, known as Deep Learning Algorithm 

(DLA).  

DLA is used in cascading of various layers in form of 

nonlinear processing units use for features extracting 

and also transformation. This algorithm is based on 

unsupervised learning of representation or these 

multiple levels of data representation. They are also a 

part of broader machine learning of the representation 

of data and learning various multiple levels of the 

representation which corresponds to multiple levels of 

abstraction (levels received from the hierarchy of 

given concepts. 

 

In this algorithm a network is being created which is 

known as a deep belief network (DBN) [7] is a 

generative model and made up of various layers of 

embedded units, it is probabilistic model. 

 

A. Probabilistic Latent Semantic Analysis 

It is a technique from category of topic models. Main 

goal of this model is to co-occurrence of information 

under the probabilistic framework for discovering 

underlying structure of data. This pLSA technique was 

developed in 1999 by scientist Th. Hofmann [8] and 

used for text application in early days. After that this 

was shortly spread in various fields such as audio 

processing [9] and computer vision [10]-[12]. The 

structure of the pLSA model is showing intermediate 

layers of the latent topic which links documents and 

word. Every document is being represented as the 

mixture of weighted with concepts by different 

probabilities P(z|d) and every word expressing a topic 

with probability P(w|z). 

 

B. Algorithm for Image Identification 

There are various different phases given to a system 

for learning and recognition. Here is a model of an 

image which is a collection of the local patches. Every 

patch represents a code from large vocabulary of 

various codes. Goal of this learning system is to 

achieve the model which representing distributions of 

the codes in every category of scene. 
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Figure 2. Algorithm for Image Identification 

 

 Given algorithm is providing a principle approach 

for learning a relevant representation of scenes 

with and without supervision. 

 Its approach is a principle probabilistic model for 

learning the texture via codes [13]-[15]. 

 This model is able in categorization of group 

images in the sensible hierarchy. 

 

III. SYSTEM ARCHITECTURE 

 

The architecture of the system can be classified in two 

sections. These are as: 

 

 Intelligent Unit 

 Embedded Unit 

 

A. Intelligent Unit 

This unit contains all the data retrieving section 

which helps in identifying the subject and gives the 

correct output. It has basically three sections one is 

raw input vector, second is algorithm section and the 

last one is output part.  

 

Input can be any input picture which is captured by 

the camera and after capturing it processed by the 

above algorithm and there are lots more probabilities 

given for a single picture so after identifying the 

correct one the result will be considered by the 

embedded unit that whether it is to be stored or not. 

 

 
Figure 3. Intelligent Unit 

 

As the above figure 3 showing the complete 

processing block of intelligent unit here is an example 

of a bird in which first it is divided into pixels after 

that it predicts the complete identity. This processing 

is being done with the help of above given deep 

learning and pLSA algorithms. In our practical there is 

a use of human picture as shown in figure 4. 

 

 
Figure 4. Human face positions 

 

B. Embedded Unit 

This unit gives the information to the controller block 

which forward the task that whether the camera 

should record the video. There is a complete system 

which identifies that whether the human face [21]-[22] 

which is available in the region is recorded or not if 

response would be negative it sends a signal that it 

should be recorded and the recording unit will be 

active. 

 

The figure 5 which is shown below is showing the 

step by step response of how the controller receives a 

signal by the intelligent unit and sends to the 

controller and further the controller which is 
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controlling the recording unit [16] ask the system 

whether to record or not. 

 

 
Figure 5. Embedded Unit 

 

Embedded unit further contains a controller unit in 

this system we are using a Raspberry pi3 board as a 

processing unit. In this we uploaded the algorithm in 

form of an operating system which operates the 

complete task. 

 

● Raspberry pi3 

It is a series of single board computers. In this system 

the program, which is based on above given algorithm, 

is uploaded on the board as the operating system 

uploaded on the system. This uploaded program will 

identify the person who is present in the range of 

camera with an image clearing unit [20] and send the 

priority bit to the recording unit that whether it is to 

be recorded or not. Its general purpose input output 

pins are used for this sensing system [17]-[19]. 

 

 

IV. RESULT ANALYSIS AND DISCUSSION 

 

After the complete analysis of the established setup 

we have recorded the results which we want. During 

the testing we place the camera in the classroom and 

detect the faces coming inside it and when the new 

face is passing the range it will record it with the time. 

The pictures which are recorded are shown in the 

figure below. 

 

 
Figure 6. Caption from Intelligent Artificial Eye 

 

This result shows that when this feature was not 

included in the cameras which are placed in homes, 

they take a lot more recording space as this system 

takes only 0.46 GB space and the normal system will 

take 3.99 GB in memory. 

 
Figure 7. Caption of Artificial Eye 

 

There is a survey shown in chart 1 which a relation 

shown between recording of data at normal time and 

in the recording by the designed system. 

 
Chart 1.  Survey Result 
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V. CONCLUSION 

 

Here a proposal of a system in which there is an 

embedded AI Unit with a camera and a recording unit 

with a controller set. Controller unit decides whether 

the images should be recorded or not. It decides the 

priority on the basis of some set of images which are 

already stored and repeated frequently. It will not 

record the data when only prior set images or frames 

are continuously coming. Recording will be active 

when an unknown person is present in the range of 

the camera by this the storage is also reduced. There is 

a frequent database will be created in the system 

automatically with the time and name of the person, 

who were available at that place. 

 

In normal system there would be no possibility of this 

much data storage and that was a system which 

records the data continuously but when any of the 

object is not moving in the range of the camera that 

time these system creates a lot more trash data. This 

given system solves the problem of trash data and also 

identify the person available in the range. But the 

design of the system is more complex than the 

traditional system. 

 

VI. FUTURE SCOPE 

 

The proposed system enables many doors for 

introducing AI with embedded applications in terms 

of security purpose or other identification methods. 

Now a days we are using AI in phone camera’s for 

detection and in social media where the automatic 

face detection is available. When this will introduced 

with embedded system there are more ideas which are 

going to be implemented in this research field as well 

as in practical field. This system can be explored by 

adding a database of the known person identity and 

also the data can be updated by attaching it with cloud. 

If we create a cloud server where the identity of every 

person is uploaded who are present in the range, the 

system would become more precise and accurate. 
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