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ABSTRACT 

 

With the introduction of new technologies; new attacks and new infiltration are also emerging in the network. 

For this, network security became an important part of every network in government and private 

organizations. Unfortunately, in this digital world it is difficult to hide yourself from attacks and infiltration. In 

this paper, we developed an intrusion Detection System (DS) which implements the predetermined algorithm 

of the artificial neural network (ANN) to identify the attack. The system has been developed using java 

programming Language, which provides the ability to capture packets from Jenpapp.ID identifies basic attacks 

on the network IDS is easy to install and use on the host machine. Currently it has been developed as host 

based IDS (HIDS), but it is detected by the network-based IDS (NIDSI Programming Router Multi-Layer 

Perspectorone (ILP) for infiltration. Most of the previous HIDs are in Off-line mode and mainly on identifying 

records of normal or unusually the Drit. But here we are classifying records in various categories by identifying 

the type of attack. 

Keywords: Intrusion Detection System, Artificial Neural Network, Multi-layer perceptron, SYN_FLOOD, 

PING_FLOOD, JPCap 

 

I. INTRODUCTION 

 

Noise Today’s network security infrastructure 

promisingly depends upon Network Intrusion 

Detection System (NIDS). NIDS provides safety from 

proverbial intrusion attacks. It’s unacceptable to 

prevent intrusion attacks, thus organization got to be 

able to handle them. IDS could be a defensive 

mechanism whose primary purpose is to stay work 

occurring considering all do able attacks on a system. 

 

Intrusion observation could be a method would not to 

detect suspicious activity each at network and host 

level. 2 main ID techniques obtainable anomaly 

detection and misuse detection. In anomaly based 

mostly detection system, audit knowledge is employed 

to differentiate abnormal knowledge from traditional 

one. On the opposite hand, misuse detection system, 

additionally known as signature based mostly IDS, 

uses pattern of documented attacks to match with 

audit knowledge and determine them as intrusions. 

Functioning of misuse detection models is during a 

sense much kind of like that of antivirus applications. 

Misuse IDS will analyse network or system and 

compare its activities against signatures of noted 

intrusions and network behaviours. For recognizing 

traffic as attack, IDS should be tutored to acknowledge 

traditional activity. Numerous ways in which 

obtainable to accomplish this like use of computer 

science techniques. Audit knowledge used for testing 

and making rules or outline patterns will be collected 

from numerous sources like network traffic 

knowledge, system logs from hosts and system calls 

from numerous processes. IDS need device. Device is 

that the system on that Associate in Nursing IDS is put 

in and running. Network device monitors network 
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packets like TCP/IP headers, length of association, and 

range of bytes transferred etc. whereas host device 

monitors system logs, memory usage on host etc. 

 

Figure 1 demonstrates the traditional IDS model. Here 

detector element machine generates security events, 

management console monitors those events and 

controls detector element. The intrusion detector 

engine records events logged bye the sensing element 

into information and generates alerts supported rules 

from security events.[1] 

 

Figure 1. Traditional IDS Model [1] 

 

Section1 offer the essential introduction regarding the 

IDS and need/purpose of IDS. In Section II, basic ANN 

ideas are given. Section III concentrates on dataset use 

for implementation of the system and classification 

technique used for characteristic intrusions. Section 

IV provides general implementation details of the 

project. Section V concludes the paper with future 

scope and good thing about system. 

 

A. Purpose of the system 

The purpose of the system is to observe bound 

documented intrusion attacks on the host system and 

show warnings to the user and conjointly store data 

relating to the informatics addresses and permit the 

traffic supported that data [2]. 

 

B. Scope of the System 

The designed system works on off-line knowledge and 

on-line knowledge captured via the host machine. 

Because it uses supervised learning, once the network 

is trained via back propagation rule, it identifies 

attacks 100% and no false negatives area unit 

generated for on-line knowledge whereas off-line is 

additionally showing smart results 

   

 

 

II. C ONCEPTS OF ARTIFICIAL NEURAL 

NETWORK (ANN) FOR IDS 

 

An artificial vegetative cell could be a machine model 

impressed from the natural neurons. Artificial 

neurons primarily consists of inputs (like synapses), 

that area unit increased by weights (strength of the 

receptive signals) & then computed by a mathematical 

relation that determines the activation of the 

vegetative cell. Another operate (which is also the 

identity) computes the output of the bogus vegetative 

cell (sometimes in dependence of a particular 

threshold). ANNs mix artificial neurons so as to 

method info [3]. Soft computing techniques deals with 

partly true and unsure information that makes them 

engaging to applied for coming up with of IDS. As an 

example, genetic algorithms are used beside call trees 

to mechanically generate rules for classifying network 

connections [4]. 

 

 

Weights 

 

 

                                Activation 

Inputs Function            output 

 

 

Figure 2. An Artificial Neuron [3] 

 

However ANNs are unit foremost normally used soft 

computing techniques in IDSs [5][6][7][8][9][10]. 

Learning method in neural network is actually 

associate optimisation method within which the 

parameters of the most effective set of association 

(weights) for determination a retardant area unit 

found and includes the subsequent basic steps[6][11]: 

1. Present the neural network with variety of inputs 

vectors (each representing a pattern). 

2. Check however closely the particular output 

generated for a selected input matches the specified 

output. 

3. Amendment the neural network parameters 

(weights) to raise approximate the outputs. 

 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) 

 

6 

The most basic use of neural network in IDS is for 

coaching the network. Once the network is  

Trained mistreatment needed learning methodology 

with Associate in Nursing ANN  

Algorithmic program, it’s obtainable for capturing 

information 

 

III. D ATASET USED IN THE SYSTEM 

 

The coaching and learning of the system uses offline 

and online captured knowledge each. Whereas when 

implementation, the system uses online packets to 

notice intrusion. As the system works each in online 

and offline mode, it considers common attacks like 

TCP/IP flood, ICMP (ping) Flood, UDP Flood, SYN 

Flood attack. For offline mode, agency dataset is taken 

into account. From the downloaded dataset, solely 

needed 11 options and few records derived in an 

exceedingly sample file to coach the network and so 

the testing is finished with remaining knowledge 

within the file. Equally for online mode, same 11 

options are thought about and packets are captured 

online. These options are loosely categorised into 2 

sets. 

 

Set 1 contain options associated with association 

details of the captured packets like protocol kind, 

basic flags, length of packet, hop limit etc. whereas set 

II concentrates on directions used for the association 

institution. Since solely 11 most vital options are 

needed for distinctive attack in four categories, the 

eleven dimension vector is taken into account. For 

designated options, a numerical worth is attributed. 

Numerical conversion of feature vector is critical 

because the input vector for neural network should be 

numerical. Since the ranges of the option were 

completely different and this created them in 

comparable, the option were normalized by mapping 

all completely different values for every feature to [0,1] 

range [6]. 

 

 

IV. IMPLEMENTATION OF THE SYSTEM 

 

The system is enforced mistreatment Java programing 

language. JPCap is employed to capture packets on-

line whereas java.io package is employed for reading 

information from the government agency set. The 

government agency dataset is split into alittle file for 

testing purpose, with eleven options extracted from 

the initial file and concerning one hundred records 

from every variety of category. Similarly, same eleven 

options area unit extracted from the web packets and 

used for coaching the network. In each on-line and 

off-line mode, same network is trained with totally 

different input vector. The neural network developed 

is a pair of MLP with one hidden layer. Whereas 

developing system, 1st 2 hidden layers were chosen. 

With 3MLP network, rate of correct classification in 

off-line mode was ninety two try to in on-line mode, 

it had been 100 percent whereas with 2MLP, it's 

eighty eight hopeful for off-line mode and 100 percent 

for on-line mode and no false negatives were 

generated. 

 

A. Learning Method and Algorithm Used 

Supervised learning method with Feed forward back 

propagation formula is employed implementing 

system. In Feed forward neural network, neurons area 

unit solely connected in forward direction. Every 

nerve cell in each layer is connected with the neurons 

within the next layer however no association is back 

direction. A new neural network may be thought-

about wherever neurons area unit totally connected in 

forward and backward direction that is termed as 

Hopfield neural network. The term back propagation 

determines the coaching technique of neural network. 

Back propagation could be a form of supervised 

learning technique. During this coaching technique, 

the network should be fed with sample 

 

Input and its expected output. This output is 

compared with actual output for given input vector. 

With this expected output, back propagation coaching 
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formula calculates the error and adjusts weights of 

varied layers backwards from the output layer to the 

input layer. The back propagation and Feed forward 

algorithm area  unit usually used along. 

 

B.  System Details 

The System is split into essentially 3 parts: 

Implementation of algorithmic rule, coaching of 

network and Artificial traffic generator to check 

network 

 

C. Implementation of Algorithm 

In this section the neural network coaching rule i.e. 

Feed forward Back propagation rule is developed. For 

this, 3completely different user outlined categories 

area unit used. 

1. Single Neuron category: This category is 

employed to calculate weight of one somatic cell 

by assignment some random weight at the start 

to all or any the dendrites connected to the 

somatic cell. A random operate is employed to 

assign random weight to each nerve fibre and 

everyone these weights area unit accustomed 

calculate initial weight for each incoming 

somatic cell.  

2. Single Layer category: This category is that the 

class accustomed calculate weight for every 

somatic cell during a layer. Associate in nursing 

array containing weights for every somatic cell 

during a single layer is made during this layer.  

3. Neural Network Class: Neural Network category 

is that the category that is employed to coach 

the neutral network exploitation Feed forward 

methodology. 

 

In this, learning Rate, total variety of layers within the 

neural network and neurons in every layer is provided. 

On top of declared category, Single Layer along with 

Single Neuron category is employed to seek out 

variety of neurons in every layer in conjunction with 

initial weight of input layer. Here, variety of neurons 

in next layer is an added than previous layer and 

solely output layer area unit having predefined variety 

of neurons that is up to the amount of output classes 

supported network demand. Following area unit the 

varied functions declared within the Neural Network 

class: 

 

 Set Inputs (): this operate is employed to assign 

initial weight to the input layer. The weights for 

the input layer area unit accepted as Associate in 

nursing argument of kind array with 

information kind double.  

 Limiter (): one.0 / (1 + maths.exp (-x)) formula is 

employed to input argument provided to the 

operate. 

 Run Network (): This operate is employed to 

update all the recent values to new set of values. 

A brief output array is made which is able to 

store the outputs. At the start every somatic cell 

in each layer aside from input layer, price zero is 

assigned as default price. currently the new 

prices {for each |for each} somatic cell in every 

layer aside from output layer are going to be 

calculated by multiplying weights and price of 

every somatic cell in previous layer so adding 

them with value of previous layer. Once 

scheming new price {for each, for each} somatic 

cell in every layer, bias is else and electrical 

circuit operate is applied to each somatic cell. 

These new prices area unit set as output value of 

each layer.  

 Sigma weight Delta() : Back propagation rule 

wants add of weights increased by delta{for each 

|for each} somatic celling every layer. This 

operate is employed to calculate it.  

 Train (): this can be one amongst the foremost 

vital operate within the network. This operate is 

employed to truly implement back propagation 

rule. It calls set Inputs () operate to initialize 

values of input layer and run Network () operate 

to   calculate and update all the initial/default or 

recent values.  
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For Back propagation, we'd like to begin from last 

layer as initial to back propagate once obtaining 

output price for every layer. 

 

D. Training Network 

For coaching network, supervised learning is 

employed. As we tend to victimisation feed forward 

technique with back propagation formula, supervised 

learning is that the best technique to coach the 

network. Whereas coaching network, the captured 

packets are monitored by the administrator and so 

admin can mark the packets either as ok or intrusion. 

All the packets marked as intrusion by the admin are 

hold on in AN Object Output Stream category file and 

an object file are created. 

 Update DB (): technique update DB () is 

employed to make an information file to store 

all the packets that a marked as intrusions. The 

tactic write Object from Object Output Stream 

category of Java in-built category is employed to 

put in writing those intrusions within the 

information.  

 browse DB() : this can be the tactic accustomed 

read intrusions from the information file, 

convert them in packets and so show within the 

style of packets in table type on the java frame. 

 

E. Artificial traffic generator to test network 

To test the network, a man-made traffic generator 

program is made. This program is employed to come 

up with all the four style of intrusions i.e. 

FLOOD_SYN, PING_SYN, UDP_SYN and TCP_SYN 

attacks. The intrusions generated are captured by the 

network and can be displayed as intrusions. 

 

V. CONCLUSION 

 

Different types of techniques for intrusion detection 

area unit studied before the particular implementation 

of the projected model. The motivation behind the 

adopted approach for Intrusion Detection conferred 

within the style is that the strength and capability of 

Back propagation methodology used primarily for 

classification. The planning is of IDS is thus versatile 

that it may be tailored simply for brand new sorts of 

intrusion. On identification of the signature of the 

new attack the used algorithmic program within the 

enforced system may be trained to counter the longer 

term attacks of that kind. 

 

An approach for a neural network based mostly 

intrusion detection system, supposed to classify the 

conventional and attack patterns and also the form of 

the attack, and has been conferred. It ought to be 

mentioned that the long coaching time of the neural 

network was largely thanks to the massive range of 

coaching vectors of computation facilities. However, 

once the neural network parameters were determined 

by coaching, classification of one record was drained 

negligible time. Therefore, the neural network based 

mostly IDS will operate as an internet classifier for the 

attack varieties that it's been trained for. A 2 layer 

neural network is employed for the classification of 

on-line and off-line records. Though the classification 

results were higher within the 3 layer network, 

application of an easier neural network is additional 

economical memory wise From the sensible purpose 

of read, the experimental result merely that heap of 

innovations may be drained the sphere of artificial 

neural network based mostly intrusion detection 

systems. The enforced system solved a four category 

drawback. However, its more development to many 

categories is clear-cut. As a potential future 

development to this study, one will embrace 

additional attack situations within the dataset. 

Sensible IDSs ought toem brace many attack varieties. 

So as to avoid unreasonable complexness within the 

neural network, an initial classification of the 

affiliation records to traditional and general classes of 

attacks will be the primary step. The records in every 

class of intrusions will then be more classified to the 

attack varieties. 
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The system doesn't fully protect network from 

Intruders, however IDS helps the Network 

Administrator to trace down anomalies on the net 

whose terribly purpose is to bring your network to a 

breach purpose and create it liable to attacks. This 

system is trained solely on the famed attacks. In future 

the system will be trained on varied network flow 

options like Flow Count, Average Flow Packet Count, 

and Average Packet Size etc. for clear and higher 

classification of traffic with low false positive and false 

negative rate. This will be extended by incorporating 

Intelligence into it so as to achieve data by itself by 

analysing the growing traffic and learning new 

Intrusion patterns. This system runs on a private host 

machine. This {may} be extended to create it a 

network application wherever completely 

differentcompletely different} modules of a similar 

system running on different machines may act with 

one another providing distributed detection and 

protection. 
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