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ABSTRACT

Gender Based Violence is a universal catastrophe affecting global health, and thus development and is a major human rights concern. This study’s major objective was to establish what extent gender-based violence prevention influence performance of HIV prevention projects for young women and teenagers in Kisumu County. The study population constituted of teenage girls, and young women enrolled in HIV prevention projects implemented in Kisumu County for at least two years. Interviews were also conducted with key project implementers including project managers and monitoring and evaluation managers. Data collection for the study was done by utilizing data collection tools which included focused group discussion, structured questionnaires and an interview guide. 364 respondents were taken from 89,611 adolescents enrolled in HIV prevention projects using stratified random sampling technique. For descriptive data the study employed percentages, frequencies Arithmetic Mean as analytical tools of analysis. The Pearson’s value and Linear Regression were manipulated as statistical tools for inferential statistics. To test the hypotheses, the Fisher (F) test utilized. Descriptive statistics showed that gender-based violence prevention has a noteworthy effect on the production of HIV prevention projects for young women and adolescent girls in Kisumu County. The value of r2 was 0.452, indicating that gender-based violence prevention explained 45.2% of the change in the effectiveness of HIV prevention projects in Kisumu. The beta coefficient was 0.623, implying that gender-based violence had a noteworthy statistical impact on the performance of HIV prevention projects ($\beta=0.623$, $t=10.928$, $p=0.000<0.05$).

Keywords: Gender-Based Violence, Adolescents Girls, Young Women, Project Performance

I. INTRODUCTION

Data from various countries show major discrepancies in efforts to step down the spread of new HIV transmissions. Over the last ten years some nations have succeeded in reducing HIV prevalence by more than 50% which is not the case for many African nations. According to a 2016 report of UNAIDS there has actually been a disheartening rise of new HIV infections in some African countries, UNAIDS (2016). The biggest burden in this is occurring in sub-Saharan Africa. China has achieved admirable results in addressing its HIV epidemic. The country’s HIV history has been steady, with national negligence being the major facet in the metastasizing of the virus in the early 1990s. However, an important development in the past ten years and the national sensitization and response has reduced the epidemic through the country as well as better, standards of living for the victims of HIV/AIDS. China’s HIV epidemic is characterized by a diminishing prevalence 0.037 percentage rate, while some areas have higher and more intensely unpleasant HIV prevalence rates. China is also
challenged in offering increased targeted prevention programmes to majorly affected populations like young people.

HIV continues to hinder long term development in Africa. Sub Saharan Africa is greatly aggrieved, with nearly 70% of the PLHIV globally. (WHO, 2015). Notwithstanding the number of new HIV infections has reduced, HIV prevalence remains worryingly high in some countries. Many counties in this region have shown considerable political and financial commitment to address the epidemic in the sub-Saharan region which has experienced a random scaling up of aversion, treatment, and comprehensive care services. However, most nations in this region still rely on grants and donations to fund their HIV response. (Bill, 2010). Most governments have shown efforts to make attempts to battle the epidemic in this region continually. Kenya HIV epidemic is ranked fourth across the globe concerning the population living with HIV that was estimated at 1.5 million victims in 2015.

On estimate, 36,000 persons died from AIDS-related sicknesses in the year 2015, although this figure is quickly declining from a 51,000 in the year 2010. To this date, more than 660,000 children have been orphaned by this plague. HIV prevalence rose to 10.5% in 1996 and had declined to 5.9% by 2015. The decline was hugely influenced by the rapid imposition of HIV treatment, management, and care. (WHO, 2016). The SDG (Sustainable development goal) aim is to completely eradicate the AIDS epidemic by the year 2030 while consolidated global strategy aims to minimize cases of incidences occurring annually by 90% and the annual death rate occurring from AIDS-related causes by 80% (compared with 2010).

Amongst the most sanctioned social evils universally is the violence against women traversing religion, race, ethnicity, and social status. Sexual and gender-based violence (SGBV) is an exceptionally unsettling global concern. It has immense negative impacts on the female gender. SGBV can be defined as injurious and damaging acts committed against an individual’s will based on their gender. This harmful act causes the deprivation of freedom for the individual either publicly or privately. It is more often than not that cases of sexual gender abuse are as a result of unequal gender relations in communities or as an occurrence of abuse of power. Jewkes argues that gender inequality is the cause of violence against women. He asserts that in the case of this harmful acts there is the involvement of a male and a female in which case the latter is the victim as the former has the upper hand in the relationship as dictating the society. Violence against women can be as a result of prejudice embedded within the laws of a society or prevailing societal believes and norms or take the form of sexual violence. This form of harm can cause dislocation and worse than be an experience of dislocation. Kenya is no exception, like the rest of the world, Sexual Gender Abuse is rooted in the societal structure that is keen on power differential amongst men and women.

Women are disadvantaged in that they have to stomach violence as a means of resolving conflict, as the society generally accepts it or is ore likely than not to turn a blind on the issue. Cornwall Andrea states: that the last decade has seen women increasingly get infected and affected by HIV/AIDS in sub Saharan Africa. 61% of the African population living with HIV are women. UNAIDS states that its more likely than not that victims of gender based violence have thricre higher probability to be infected with the virus than those who have not been violated. According to statistics of a research carried out by the United Nations the probability of younger women being physically or sexually violated by an intimate is higher than that of older women. KDHS
2014, indicated that 38% of females aged between fifteen to forty-nine years have reported physical violence with 14% having experienced sexual abuse.

Statement of the problem

Individuals infected with HIV, especially women and girls, are at a higher peril for GBV as a ramification of their status, and those experiencing GBV face a greater risk of HIV infection (Ellsberg and Betron 2010)—a risk more than 50 percent greater (World Health Organization [WHO] 2013). The intersection between the two creates a dual epidemic. Gender disparities can be biologically, structurally or socially caused and they can be as a result of stigma and prejudice affecting both males and females. Programs that address both GBV and HIV have the potential to make a greater impact on these epidemics than stand-alone programs that fail to consider this intersection. (UNITAID, 2016).

A recent study undertaken in Kenya shows that 32% and 18% of women and men aged 18-24 respectively have reportedly faced sexual violence before they are of 18 years of age. According to UNICEF, Socioeconomic facets like unemployment, social class, financial ability, personal and societal values are determinants of gender-based violence. There is not one specific cause of SGBV but a combination of several societal and individual problems. Gender-Based Violence incapacitates one on the aspect of a bargaining ability for safer sex or the ability to access their rights as human beings.

Objective

This study sought to explore to what extent gender based violence prevention influence performance of HIV prevention projects for adolescent girls and young women in Kisumu County, Kenya.

Hypothesis

The researcher hypothesized that:

**Ho** Gender based violence prevention has no significant influence on the performance of HIV prevention projects for adolescent girls and young women in Kisumu County, Kenya.

**H1** Gender based violence prevention has a significant influence on the performance of prevention projects for adolescent girls and young women in Kisumu County, Kenya.

II. LITERATURE REVIEW

Amongst the most sanctioned social evils universally is the violence against women traversing religion, race, ethnicity, and social status. Sexual and gender-based violence (SGBV) is an exceptionally unsettling global concern. It has immense negative impacts on the female gender. SGBV can be defined as injurious and damaging acts committed against an individual’s will based on their gender. It is more often than not that cases of sexual gender abuse are as a result of unequal gender relations in communities or as an occurrence of abuse of power. Jewkes argues that the reason women are an easy target for sexual and physical abuse is gender inequality. He asserts that in the case of this harmful acts there is the involvement of a male and a female in which case the latter is the victim as the former has the upper hand in the relationship as dictating the society. Violence against women can be as a result of prejudice embedded within the laws of a society, or prevailing societal believes and norms or take the form of sexual violence. This form of harm can cause dislocation and worse than be an experience of dislocation. Kenya is no exception, like the rest of the world, Sexual Gender Abuse is rooted in the societal structure that is keen on power differential amongst men and
women. Women are disadvantaged in that they have to stomach violence as a means of resolving conflict, as the society generally accepts it or is are likely than not to turn a blind on the issue. HIV initiatives are largely concerned with finding ways to curb sexual violence. The institutionalizing of HIV post-exposure prophylaxis with the use of guidelines, such as WHO, PEPFAR GBV|HIV integration and the country’s national standard for GBV, service delivery protocols and provider training has dominantly been used to address the issue of sexual violence in sub-Saharan Africa.

Integration of GBV and HIV prevention

GBV services through the delivery of prophylaxis, information, and linkages. The rising concern for the stigma associated with accessing facilities that offer help to survivors of GBV and SGBV has led to the development of models of sexual violence services that cater for the victims. One of the tested models includes a scheme for a microfinance model that embraces HIV and gender training. This model has gone beyond prevention of HIV to address issues that make one prone to the exposure of the virus addressing the issue of poverty reduction and increased women empowerment. These institutions seek to address issues of health, law, order, justice and deliver protection, support, and rehabilitation. The experience of abuse or the fear of it leads to detrimental effects on the prevention of HIV. For instance that the amenities for survivors of gender-based and sexual violence are limited, but even in the case of their availability a very small percentage of the affected in the community seek any form of care from the facilities. Research has shown that some factors attributed to this predicament and these include, fear of physical assault from partners and especially women from their husbands and stigmatization and fear of discrimination from the society. The sex subject is taboo in most sub-Saharan African families and is one that can cause physical punishment if ever brought up. Research shows that 60% of girls in an African family set up will not dare bring up the subject of condom usage for fear of violence.

A survey carried out by the Kenya Demographic and Health Survey in the year 2008 and 2009 showed that 39% of females aged fifteen and above had undergone a physical abuse. At least one in every four girls, as indicated by the study, had been sexually violated within a relationship. In another research in 2014, this time majoring on married, separated and divorced respondents KDHS gathered that at least 38% women, 9% men that were ever married had been physically abused by their partners. While 14% and 4% women and men aged 15-49 respectively had been sexually violated by their spouses. The matters of sexual and physical abuse are a grave issue in Kenya and one cannot be lightly handled if Kenya is to make any progress in eradicating the epidemic.

Legal framework

Gender Based Violence issue is one that is quite well covered in the constitution of Kenya. Laws, policies and regulations that aid the impediment and management of sexual and gender-based violation have been endorsed in various aspects that traverse the issue, including gender equality. These laws include the Sexual Offences Act (2006) which provides a comprehensive legal coverage of child prostitution and pornography, sexual assault, rape and attempted rape and compelled acts. Other legal frameworks covering the matter include the National Gender and Equality Commission Act (2011), to mention just but a few. Some of the legal framework majors particularly on women who have been the most affected by the phenomena. When these legal frameworks are considered gender-based violence violates about twenty-three Kenyan rights as stated in chapter four within bill of rights of the Kenyan
Constitution. Magnitude of the effects of abuse is not one that can easily be ascertained. Individuals react differently and worse than these cases go unreported owing to fear of stigmatization. An abused individual will often more than not be in an environment that is more reactive than proactive against sexual gender-based violence.

**Theoretical Framework**

Three Theories guided this study; Health promotion theory, Theory of performance and sociological theories.

**Health promotion theory**

The Health promotion theory is majorly concerned with classifying and stipulating health promotion approaches rather than the elements affecting health outcome. It is primarily concerned in stipulating factors involving the most suitable methods of conveyance. Caplan stratifies health promotion in two angles, one from the point of modifying an individual’s behavior or their environment and secondly the priorities articulated in health promotion by the victims, or experts.

It is a prescriptive approach propelled by the society’s health determining factors, and as such aims at directing everyday activities to a healthy lifestyle. The affected communities are exposed to such an environment that encourages behavioral change for the achievement of a standard or better health. In WHO’s 2000 strategy this theory was widely put into consideration.

Practically individually focused and expert-driven interventions are adopted in endeavors that promote healthy living including those addressing HIV infection. With the involvement of some of the affected communities and very few considerations of the environmental determinants of health promotion, this theory has barely been implemented. This collaborative approach is slowly being embraced while dealing with the vulnerable groups, a detrimental concern globally.

**Sociological theories**

Behavioral modifications are subject to a social set up and thus the importance of sociological theories. An individual’s conduct is directly or indirectly related to the societies they are part of.

This theory, however, is wanting on the aspect of empirical evidence. A good illustration is the sexual orientation at socio cultural point of view. The sociological theory states that sexual identities are predominantly formed as individuals in given peer groups interact. Thus, the formation of gender roles and predominating ideologies like sexual ideologies where girls view sex as service to men and boys relate to the subject as a form of individual success. The primary principle behind this theory is that associations determine behavior.

**The Theory of Performance (ToP)**

Six foundational concepts are employed in the theory of performance in the attempt of behavioral modification, and they include, context, levels of knowledge and skill, identity status, and personal and fixed factors. Keenly interested in performance, the theory adopts teamwork and addresses the aspects of a sense of belonging as a contributing factor in behavioral change. Effective performance is subject to change and thus an object for evaluation to determine levels of production with the aim of improving the contingent factor.

**Conceptual Framework for the study**
Three key indicators of gender-based violence prevention were identified – sexual gender-based violence (SGBV); Emotional violence and physical violence.

The researcher in this case indulged in research to gathering and synthesis qualitative data.

1) Research design

Mixed method approach was used to enable data analysis to be done in a cross-sectional way.

In research methods, Sekaran (2003) indicates that a mixed mode approach can be classified into mixed models and mixed methods. Under a mixed model’s approach, descriptive data analysis is undertaken independently followed by inferential data analysis. Under a mixed methods approach, both descriptive and inferential data analysis are conducted in parallel in an integrated way. Therefore descriptive, inferential and qualitative analysis could be conducted based on objective simultaneously.

2) Sampling size

In this study, respondents were drawn from the four organizations which have been in operation pursuing the stated objective in Kisumu County. Because the number of organizations is too small to be sampled, a census of the organizations is preferable rather than a sample (Mugenda & Mugenda, 1999). The sample means consisted of key respondents were drawn from all the selected organizations. According to Huber (2004) determining a sample size in robust statistics a researcher is informed by the precision rate and the desired confidence level. Adopting a formula by Krejcie and Morgan (1979), will help chose a worthwhile sample size, i.e., adequate enough to offer accuracy.

\[
S = \frac{x^2NP(1-P)}{d^2(N-1) + x^2P(1-P)}
\]

Where;
\[
S = \text{needed sample size.}
\]
\[ x^2 = \text{table value of chi-square for 1 degree of freedom at the desired confidence level (3.84).} \]
\[ N = \text{the population size (89,611).} \]
\[ P = \text{population size.} \]
\[ d = \text{degree of accuracy expressed.} \]
\[ S = \frac{(3.84) (89611) (0.5) (1-0.5)}{0.0025 (89611-1) + (3.84) (0.5) (1-0.5)} \]

With the sample size determined, the proportional allocation was adopted to distribute the respondents among different organizations aiming to have at least 8 percent as shown in

Thus \(358/89611 \times 100 = 8\%\)

3) Sampling Procedure

Determination of sampling methods and procedures helped this study focus to remain objective in choosing the sample free of biases. Different organizations were used from which respondents were picked from as strata. A sample was picked autonomously in a similar ratio to have a similar percentage of each total to ensure proportionality in representation from each strata. Random sampling ensured that every element in each strata has an equal chance of being chosen. Computer random numbers were generated for each category and respondents assigned these numbers randomly in proportion to the number of employees in each sector.

Research instruments

All the data collected was used to source for information. Secondary information was obtained mainly from desktop review and internet Search. Information Data obtained from the respondents was used to determine link between the variables in the study. Triangulation of research instruments was utilized with the aim of obtaining adequate information. Self-administered structured questionnaires and an interview guide were employed in the collection of data as instruments of research. A research instrument, in this case, is a device that the researcher used to collect data. To obtain quantitative data a structured questionnaire was utilized while a guided interview aided in gathering qualitative data. The application of multiple instruments was important for enhancing the validity of data obtained and minimizing the possibility of experiencing interviewer biases. Such biases often arise from non-verbal cues that may influence participants to give misleading responses by reporting positive aspects even where negative aspects are predominant (Jaeger, 1984).

Reliability of instruments

The study applied, test-retest technique. It involves applying a similar test twice to a similar group of respondents after a particular period has expired between the two tests (Coopers and Schindler, 2003). This gauge was chosen because the respondents being interviewed were expected to voluntarily be willing to respond to the questions in both times.

Ethical Issues

Written communication seeking permission to carry out research was done and letters dispatched to the targeted respondents in appropriate offices. The respondents were required to sign the letters of consent before the actual data collection commencement. The respondents were assured that disclosures would not be made on the identity of the respondents. As such, the respondents were requested not to indicate their names on the questionnaires and disclosure of the findings was availed on request. In the occurrence of any detrimental effects arising as a repercussion of the
research to the institution or individuals under study, the researcher committed to making compensations.

IV. FINDINGS AND DISCUSSIONS

A sample size of 358 respondents from a research population of 89,611 adolescents in Kisumu County as recorded in the most recent census was used in the study. 352 filled tools were returned which was a return rate of 96.7% which was considered adequate for this study. Richardson (2005) indicated that a response rate of 60% and above is both desirable and achievable in social sciences though in some cases it could go lower.

Categories of Respondents by Level of Education

The options that were provided in this item were: primary level, secondary level, and tertiary level. Table below shows that the highest percentage of respondents were either in secondary school or had completed secondary level of education (54.5%); 38.2% had acquired a primary level of education while 7.3% of those interviewed had tertiary education (Polytechnic, college or university). The responses were as shown in Table below.

| Distribution of respondents by level of education |
|-----------------|-------|------|
| Level of Education | F   | %    |
| Primary          | 137  | 38.2 |
| Secondary        | 195  | 54.5 |
| Tertiary         | 26   | 7.3  |
| Total            | 358  | 100  |

Distribution of respondents by marital status

Options provided required them to indicate whether they were single, married, divorced or separated. This information was considered important to determine help understand the dynamics of different respondents in a peer-based setting. The results were as shown below.

| Distribution of respondents by marital status |
|-----------------|-------|------|
| Marital Status  | F   | %    |
| Single Married  | 278  | 77.7 |
| Divorced/Separated | 44  | 12.3 |
| Widowed         | 31   | 8.7  |
| Total           | 358  | 100.0|

The results show that 77.7% of respondents interviewed were single and had never been married. Most of the respondents in this category were school going. Out of the total population questioned 12.3% indicated that they were married. This information would later be used by the researcher to establish the influence of early marriages among adolescents in the region. A small percentage (8.0%) indicated that they had earlier been married but were now divorced or separated. Others indicated that they were widowed (2.0%).

Distribution of respondents by the duration of engagement in the project

The duration an individual had been involved in the projects was considered important in appreciating the project performance. The data were clustered and categorized as shown below.
Distribution of respondents by the duration of engagement in the project

<table>
<thead>
<tr>
<th>Duration of engagement</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 months - 3 months</td>
<td>45</td>
<td>12.6</td>
</tr>
<tr>
<td>4 months - 6 months</td>
<td>12</td>
<td>3.4</td>
</tr>
<tr>
<td>7 months - 9 months</td>
<td>80</td>
<td>22.3</td>
</tr>
<tr>
<td>10 months - 12 months</td>
<td>150</td>
<td>41.9</td>
</tr>
<tr>
<td>Above 12 Months</td>
<td>63</td>
<td>17.6</td>
</tr>
<tr>
<td>Non-responsive</td>
<td>8</td>
<td>2.2</td>
</tr>
<tr>
<td>Total</td>
<td>358</td>
<td>100</td>
</tr>
</tbody>
</table>

Normality test

This study used the Shapiro-Wilk test since the sample size n= 3 to 2000 i.e 352. In this test statistics stands for W. Following a SPSS run, the following results were obtained using the main independent variables and dependent variable as shown

<table>
<thead>
<tr>
<th>Variables</th>
<th>Statistic</th>
<th>Df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender-based influence prevention</td>
<td>.976</td>
<td>182</td>
<td>.003</td>
</tr>
<tr>
<td>Cross-generational marriages</td>
<td>.972</td>
<td>182</td>
<td>.001</td>
</tr>
<tr>
<td>Performance of projects</td>
<td>.963</td>
<td>182</td>
<td>.000</td>
</tr>
</tbody>
</table>

Research findings showed that 45(12.6 %) had been engaged for utmost three months while 3.4 % had been involved for a period between 4 to 6 months. This result implies that 22.3 % of the respondents had been involved in the project for a period between 7 – 9 months. Although the majority (41.9 %) of the respondents had been involved for 12 months or less in the projects, this was not an indicator of the respondent’s experience in the projects. Interviews conducted in this study indicated that many respondents had worked with similar projects for more than three years which was considered in this study sufficient to make objective responses on the performance of HIV prevention projects.

Tests for Statistical Assumptions and Analysis of Likert-Type Data

Pedace (2013) indicates that conflict in statistical assumptions can nullify them. Tests conducted included normality test, multicolinearity and singularity. Also Type I & II errors which occur due to the wrong interpretation of results during tests of various statistics were controlled. Also, use of Likert scale in analysis is elaborated in this section.

Likert Scale as an Interval Measure

Likert scale types of questions were used in the study. These are differentiated as Likert item; when an item is used to measure a single variable and Likert scale; when some items are arranged as a group intended to measure a single variable (Brown, 2011). A composite score was used in analysis and decision rules after analysis of mean scores were guided by the logical equal levels of the score approximated to the first decimal point in line with equidistance arguments (Carifio and Rocco, 2007; Bertram, 2007; Lantz, 2013). This study used one verbal anchor; 1=Strongly
Disagree (SD); 2= Disagree (D); 3= Neutral (N); 4= Agree (A); 5= Strongly Agree (SA) Therefore the judgment rule followed this argument; Strongly disagree would be for values lying between $1<S.D>1.8$; Disagree for values between $1.8<D>2.6$; Neutral for values between $2.6<N>3.4$; Agree for values between $3.4<A>4.2$; Strongly Agree for values between $4.2<S.A>5.0$. This creates a scale that has an equidistance of 0.8.

Correlations coefficient was used to measure relationships. Decision rule followed Cohen (1988) guiding that $r$ ranging between .10 - .29 means weak correlation; $r$- ranging between .30 - .49 means medium correlation and $r$- ranging between .50 to 1.0 means strong correlation. Positive or negative sign indicates the direction of the relationship, never the strength. These guidelines were also used by Shirley, Stanley, and Daniel (2005).

**Correlation Analysis**

**Correlation analysis results**

<table>
<thead>
<tr>
<th></th>
<th>Performance of projects</th>
<th>Gender based violence prevention</th>
<th>Cross generational marriages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance of projects</td>
<td>Pearson Correlation Sig. ailed (2-tailed) (N)</td>
<td>1</td>
<td>.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>352</td>
<td></td>
</tr>
<tr>
<td>Gender based violence prevention</td>
<td>Pearson Correlation Sig. ailed (2-tailed) (N)</td>
<td>0.826*</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.033</td>
<td>352</td>
</tr>
<tr>
<td></td>
<td></td>
<td>352</td>
<td></td>
</tr>
<tr>
<td>Cross generational marriages</td>
<td>Pearson Correlation Sig. ailed (2-tailed) (N)</td>
<td>0.744*</td>
<td>0.710</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.038</td>
<td>0.177</td>
</tr>
<tr>
<td></td>
<td></td>
<td>352</td>
<td>352</td>
</tr>
</tbody>
</table>

* Correlation is significant at the 0.05 level (2-tailed).

**Control of Type I Error and Type II Error**

For statistical findings to be valid, a researcher has to control Type I & II errors which occur due to wrong interpretation of results during tests of various statistics. The former occurs when null hypothesis gets accepted in place of rejection while the vice versa is true for occurrence of the latter (Larry, 2013). In this study, to control type 1 error, a confidence level of 95% was used implying that the standard variate was 1.96 and the sample proportion ($p$) <= 0.05 as recommended by Larry (2013). Type II error was controled by choosing a sizeable sample as recommended by Sekaran’s (2003) sample size criterion.
The table above shows the correlation analysis results of the dependent and independent variables. To determine correlation between the variables, Pearson Correlation was used.

**Tests of Hypothesis**

Hypothesis testing was done to establish the statistical significance of gender based violence prevention on the performance of projects. Testing was based on ordinary least squares (OLS) regression results, under OLS regressions, the values, R, R², F-ratio, “t-values” and “p-values” were acquired. The R-value shows the magnitude of the relationship, R² (coefficient of determination) value indicates the extent to which change in independent variable explain indicators of the dependent variable (goodness of fit), F-value indicates the statistical influence of the whole model, t-values represent the influence of individual variables, Beta values show the influence of the independent on the dependent variable and “p-value” indicates the confidence level at 95% or 0.05 significant level. In determining the significance, F test was used; where the general rule is If F Calculated < F Critical null hypothesis is accepted otherwise rejected. The decision rule adopted was; if “p-value” < α, reject the null hypothesis otherwise accept. The models in these tests focus on establishing the influence of the independent variables on the dependent variable but not choice of model.

**Models for testing the hypothesis**

<table>
<thead>
<tr>
<th>Objective</th>
<th>Hypothesis</th>
<th>Model for Hypothesis testing</th>
</tr>
</thead>
</table>
| To determine the extent to which gender-based violence prevention influence the performance of HIV prevention projects for adolescent girls and young women in Kisumu County, Kenya | Hypothesis 1; **H1**: Gender-based violence prevention has no significant influence on the performance of HIV prevention projects for adolescents and girls and young women in Kisumu County, Kenya. | y = a + β₁X₁ + e  
y = project performance  
a=constant  
β₁ = Beta coefficient  
X₁ = Gender based violence prevention  
e= error term |

**H0**: Gender-based violence prevention has no major influence on performance of HIV prevention programs for adolescents and girls and young women in Kisumu County, Kenya.

The hypothesis aimed at establishing whether gender-based violence prevention has a major impact on the performance of HIV prevention programs in Kisumu. A composite index of performance of HIV prevention projects was used as the dependent variable. This composite was of cost-effectiveness, technical performance and beneficiaries’ satisfaction of services. The independent variable was a composite index of gender-based violence prevention, in which it composes sexual violence, emotional violence, and physical violence.
To test this hypothesis a regression model of the form:

\[ y = \beta_0 + \beta_1 X_1 + \varepsilon \]

was estimated, where:

- \( y \) = Performance of HIV prevention projects
- \( \beta_0 \) = Constant
- \( \beta_1 \) = Beta coefficient
- \( X_1 \) = Gender-based violence prevention
- \( \varepsilon \) = Error term

The coefficient of determination (adjusted R-Square) statistics of .650 implies gender-based violence prevention explains 65.0% of the performance of HIV prevention projects, while 35.0% of performance is explained by other factors other than gender-based violence prevention. The adjusted \( R^2 \) is used instead of \( R^2 \) as it takes care of the adjustments in the degrees of freedom. The Durbin-Watson Statistic of 2.590 showed the absence of autocorrelation as such indicating the model was statistically good.

<table>
<thead>
<tr>
<th>Model</th>
<th>Coefficients (( \beta ))</th>
<th>Std. Error</th>
<th>Z value</th>
<th>P&gt;Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Constant)</td>
<td>14.434***</td>
<td>4.832</td>
<td>3.129</td>
<td>0.004</td>
</tr>
<tr>
<td>Gender based violence</td>
<td>.468**</td>
<td>.147</td>
<td>1.22</td>
<td>0.012</td>
</tr>
</tbody>
</table>

Table: Regression results of the influence of behavioral interventions on the project’s performance

The \( F \)-ratio of 10.026 is statistically significant at 5% \([p=0.000<0.05]\) implying that Gender-based violence prevention has a consequential effect on how HIV prevention projects for teenagers in Kisumu County in Kenya. Thus, from the regression results, the null hypothesis was rejected. Based on previous studies conducted on the influence of GBV prevention on the performance of projects the researcher concludes that the findings agree with various former studies (King R, 2008; Stephenson et al., 2014; Peterman 2014 & Nicholl et al., 2006). These studies suggest that gender-based violence prevention is important in improving performance of projects. A positive correlation was established between the performance of HIV prevention projects and gender based violence prevention in this research, with \( r=.826, n=352, p=.046<0.05 \), the Pearson correlation was very close to 1, implying gender-based violence prevention is perceived to contribute to the performance of HIV prevention projects highly.
V. CONCLUSION AND RECOMMENDATIONS

Whereas the study sought to know the relationship between gender-based violence prevention and performance of projects, it proved quite a difficult task establishing working indicators for the beneficiaries of the research. Owing to the obstacles faced it is of essence to conclude that for strategy concerns, executers of projects need to put to use school settings for significant information and as such achieve performance improvement for projects. Gender inequality links gender-based violence and HIV as one of two indirect pathways that have an even greater impact on HIV transmission than the direct pathways. In societies where patriarchy and unequal gender norms are deeply entrenched, the probability of men committing sexual violence or paying for sex, and are less likely using condoms is higher.
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