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ABSTRACT 

 

Heart Failure is one of the common diseases that can lead to dangerous 

situations. There are several data available within the healthcare systems. 

However, there was an absence of successful analysis methods to find 

connections and patterns in health care data. Some Machine learning methods 

can help us remedy this circumstance. This helps in getting a better insight into 

the concept of a classification problem. In many classification problems, it is 

difficult to learn good classifiers before removing these unwanted features due 

to the huge size of the data. In my work, we have used an artificial neural 

network-based autoencoder for effective feature selection The aim of feature 

selection is improving prediction performance and providing a better 

understanding of the process data. Hybrid Classification method with a 

dynamic integration algorithm for classification that aims at finding optimal 

features by applying machine learning techniques resulting in improving the 

performance in the prediction of cardiovascular disease. 

Keywords :  Data Mining, Autoencoder, Hybrid, Classification Model, Dynamic 

Integration Algorithm 

 

I. INTRODUCTION 

 

Heart disease is one of the most critical human 

diseases in the world and over the last decade heart 

disease is the main reason for death in the world. To 

lower the number of deaths from heart diseases, there 

has to be a fast and efficient detection technique [1]. 

The hybrid method is one of the effective data mining 

methods until this date [2][3]. One of the major 

challenges in heart disease is correct detection and 

finding the presence of it inside a human. 

[4].Machine learning could be a better choice for 

achieving high accuracy for predicting not only heart 

disease but also, another disease because the tool 

utilizes feature vector and it is various data types 

under various condition for predicting the heart 

disease, algorithms such as support vector machine 

and multilayer perceptron, are used to predicate risk 
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of heart diseases [4][5]. This prediction system for 

heart disease helps specialists to predict heart disease 

in the early stage of disease resulting in saving a large 

number of lives. This paper also does a deep analysis 

of the utilization of learning in the field of predicting 

heart disease [6].In the previous study; we included a 

hybrid feature selection model that produces an 

enhanced performance level with high accuracy. This 

model included a Random forest with a Linear model. 

After the pre-processing Constructed, a Decision Tree 

on a given dataset and construct, a subset of features. 

Our result reveals that we can agree with feature 

selection, but there is no consistent method over the 

feature selection because we are not in a position to 

go through all possible subsets. We cannot search for 

all these subsets to get the optimal one. The other side 

is supposed we do not search for all possibilities then 

we will not get the optimal subset. There exist no 

feature selection algorithm which provides an optimal 

subset of features for any criterion function without 

doing exhaustive search where Some criterion 

function satisfies some properties then we can use 

those properties to obtain a feature selection 

algorithm that will give us optimal feature subset 

without doing an exhaustive search. If an algorithm 

does not use the properties of criterion function 

without doing exhaustive search then we cannot 

guarantee optimality. So we introduce neural 

network-based autoencoder it solves the problems in 

a particular extend. 

 

The objectives of the proposed work are. 

 

• To predict the heart disease 

• To improve the performance measures of heart 

disease prediction 

• Study the existing risk assessment systems and 

their limitations and demonstrate the advantage 

of using nonlinear models for the classification 

compared to the use of linear models. 

• To analyze the best techniques used for heart 

disease prediction 

 

Our proposed work enhances the performance level 

by using feature selection using autoencoder and 

hybrid Classification with a dynamic integration 

algorithm(DIA).[7].The experiment results show that 

our proposed hybrid method with DIA has a stronger 

capability to predict heart disease compared to 

existing methods. Here this work produces a 

prediction model using not only distinct techniques 

but also by relating two or more techniques with a 

dynamic integration algorithm. These types of 

combinations of two or more classification algorithms 

are commonly known as hybrid methods [13]. The 

dataset UCI is used for classification, where 70% of 

the data is used for training and the remaining 30% is 

used for testing [9], [10]. Neural networks and support 

vector machines are generally regarded as the best 

tool and classification of diseases. The proposed 

method which we use has 13 attributes of 76 for heart 

disease prediction. The results show an enhanced 

level of performance compared to the previous 

methods. Their evaluation becomes very important. 

We generate results using random forest, logistic 

regression multi-layer perceptron, and support vector 

machine individually and its hybrid forms, which all 

produce a good performance in the prediction of 

heart disease [6], [18]. Neural system strategies are 

presented, which combine not only posterior 

probabilities as well as predicted values from multiple 

predecessor techniques But the hybrid model of 

multilayer perceptron and support vector machine 

model achieves an accuracy level of up to 91.17% 

which is a good accuracy compared to previous works 

in our experiment environment. 

 

II. RELATED WORKS  

 

In machine learning, different methods used to find 

risk prediction of heart disease. To Study the 
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dependencies between the features of the given 

dataset to understand their influence on prediction 

accuracy of different machine learning algorithms. 

Different researches used several techniques to 

improve the heart disease process such as feature 

selection and machine learning classifiers [11][12][13]. 

Therefore, this research attempts to improve the 

performance of the classifiers by doing experiments 

using multiple machine-learning models to make 

better use of the dataset collected from different 

medical databases. For this, multiple machine 

learning approaches used to understand the data and 

predict the heart disease chances in a medical 

database. Moreover, the results and relative study 

demonstrated that the flow work improved the past 

accuracy score in foreseeing heart disease. The 

integration of the machine learning model presented 

in this study with medical information systems would 

be useful to predict heart disease or any other disease 

using the data collected from patients. The number of 

features is reduced from 13 to 7 and the accuracy of 

the proposed method is 86%. Intelligent Heart 

Disease Prediction System using CANFIS and Genetic 

Algorithm is presented in [14] [15]. Another model 

combines a neural network, fuzzy logic, and genetic 

algorithm. Implemented a system for predicting heart 

disease using Data mining techniques: K Means and 

Weighted Association rule. Results demonstrate that 

K-means with decision tree technique makes the 

system more accurate and efficient compared to the 

weighted association rule with the Apriori algorithm. 

Heart disease prediction system using three data 

mining classification techniques (Decision Trees, 

Naive Bayes, Neural Networks), two more attributes: 

Obesity and smoking along with consistent 13 

attributes are used in [16]. J48 decision tree algorithm 

which uses a pruning method for building a tree and 

data mining tool Weka 3.6.6 is used. Results show 

that neural systems produce accurate results by 

comparing the accuracy of classification strategies. 

Multi-layer Perceptron Neural Networks (MLPNN) is 

used for improving accuracy. Artificial neural 

networks with backpropagation error method are 

used to classify the cerebrovascular disease [17]. The 

neural network was trained with 13 input attributes 

using a backpropagation algorithm with sigmoid 

function on one hidden layer which improves the 

accuracy. Many studies exist to predict heart disease 

with various techniques. Different researches used 

several techniques to improve the heart disease 

process such as feature selection and machine 

learning classifiers So it is necessary to build an 

efficient intelligent trusted automated system that 

predicts the heart disease accurately based on the 

symptoms according to gender/age and domain 

knowledge of experts in the field at the lowest 

cost[18]. The previous hybrid approach is used 

combining the HRFLM characteristics of Random 

Forest (RF) and Linear Method (LM) proved to be 

quite accurate in the prediction of HRFLM heart 

disease. The model which is proposed for Heart attack 

Prediction System is invented for using traditional 

algorithms and approaches. But by using all the 

existing systems the accuracy is very less. 

 

III. PROPOSED METHOD  

 

In this study (see Fig. 1) network-based Autoencoder 

was used to select important features, and on these 

selected features, the performance of the classifiers 

(hybrid SVM and MLP) was tested and compares the 

performance measures. After the Comparision of 

performance, we can understand that the 

Autoencoder gets the optimum features, and it shows 

the best classification result. Classifiers logistic 

regression, MLP, SVM, RF, and its hybrid 

combination with DIA were used in the system.. The 

methodology of the proposed system structured into 

five stages including(fig 1) (A) pre-processing of the 

dataset, (B) feature selection, (C) 

classification,(D)hybrid with DIA approaches (E) 

Dynamic integration algorithm, and (E)classifier's 
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performance evaluation F)Experiments and Results. 

In this work, the medical data related to Heart 

diseases are considered. This benchmark dataset was 

obtained from the Cleveland UCI repository [19]. This 

is a publicly available dataset. Cleveland dataset 

concerns the classification of a person into a no 

cardiac and cardiac person regarding heart diseases. 

The dataset is divided into 2 sets of training (70%) 

and testing (30%). Python is used for the experiment. 

The data consists of 13 attributes (inputs) and 2 classes 

(outputs). Tables 1 illustrate the representation of the 

attributes. 

 
Fig 1: Block diagram of the proposed model 

A. Data set pre-processing 

Pre-processing is a strategy that is utilized to convert 

the raw data into a perfect informational collection. 

After the data collection ML process starts from a pre-

processing data phase followed by feature selection 

based on autoencoder. Table.1 shows the UCI dataset 

detailed information with attributes used. For 

achieving better results from the applied model in 

Machine Learning projects the format of the data has 

to be in a proper manner. Some predetermined 

Machine Learning model needs data in a specified 

format. Data Preprocessing is necessary for efficient 

representation of data and machine learning 

classifiers which should be trained and tested 

effectively. In particular, the Cleveland and 

Hungarian databases have been used by many 

researchers and found to be suitable for developing a 

mining model, because of lesser missing values and 

outliers. 

B. Feature selection and Reduction 

Feature selection is a procedure in machine learning 

to find a subset of features, it removes irrelevant and 

redundant information as much as possible. The 

objective of feature selection is to improve the 

prediction performance and providing a better 

understanding of the process data. We also review 

some of the feature selection techniques on standard 

datasets to illustrate the applicability of feature 

selection techniques. we used the artificial neural 

network-based autoencoder, which aims to the 

feature selection problem more than all other 

conventional feature selection methods. Here we 

trained autoencoder network with relu and sigmoid 

being the activation functions for screening out the 

redundancy. We can observe that the autoencoder 

methods were more stable than the other individual 

technique. 

 

TABLE 1. UCI dataset attributes detailed information. 

Si.No Description 

1 
Age -  defining the age of the person. 

[Minimum Age: 29, Maximum Age: 77] 

2 
Sex - [―0‖ means Female and ―1‖ means 

Male] 

3 

CP -  is defining the level of chest pain 

(CP) a patient suffering from, when 

reached the hospital. There are four kinds 

of distinct values defined for this attribute, 

where each value is describing a level of 

chest pain. 

4 

trestBP -  describes the blood pressure 

(BP) figure for the patient while admitted 

to the hospital. [Minimum BP: 94, 

Maximum BP: 200] 
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5 

Chol - showing the cholesterol level 

recorded while admitting the patient in 

the hospital. [Minimum Chol: 126, 

Maximum Chol: 564] 

6 

FBS - is describing the fasting blood sugar 

level in the patient. It has binary classified 

values. The values are depending on, if the 

patient has more than 120mg/dl sugar = 1, 

if not = 0. 

7 

restECG - is showing the result of ECG 

from 0 to 2. Where each value is showing 

the severity of the pain. 

8 

Thalach(HeartBeat) - The maximum value 

of heartbeat counted at the time of 

admission [Minimum: 71, Maximum: 202] 

9 

Exang - understand about, does exercise 

induce angina or not. If yes, the value will 

be ―1‖, and ―0‖ for not. 

10 

OldPeak - is defining the patient’s 

depression status. It is assigned as different 

real number values fall between 0 and 6.2. 

11 

Slope - The condition of the patient 

during peak exercise. This value defined 

into three segments [Upsloping, Flat, 

Down sloping] 

12 

CA: is showing the status of fluoroscopy. 

It is showing that how many vessels are 

colored. 

13 

Thal -  is another kind of test required for 

the patient having chest pain or breathing 

difficulty. Four kinds of values showing 

the result of Thallium test. 

 

 
Fig 2: features from a dataset 

 

Autoencoder: A feature selector: a neural network 

that the output is the input itself. The traditional 

autoencoder is an artificial neural network that 

attempts to reproduce its input, i.e., the target output 

is the input. Autoencoders are composed of an input, 

a hidden, and an output layer (see fig 3). 

Autoencoders get familiar with a “compressed 

representation” of input automatically by first 

compressing the input (encoder) and decompressing it 

back (decoder) to match the original input.". The 

learning is aided by using distance function that 

quantifies the information loss that occurs from the 

lossy compression. Inside, it has a hidden layer ’h’ 

that portrays a code used to represent the input.  

 

.  

Fig 3: Autoencoder 

 

C. Classification Modelling 

After analysis, we had concluded that SVM and MLP 

are better than other methods for the prediction of 

heart disease. these methods are discussed bellow 

1)Support Vector Machine (SVM) 

From the below analysis, Sequential minimal 

optimization in the Support vector machine is more 

effective. The support vectors are the data coordinates 

that are on the boundary of the margin. Mathematical 

functions are involved in SVM design which is 

frequently used to model real-world problems when 

we have large data set of entries The system with 

SVM will help for early diagnosis of heart disease for 

any given patient. This system when deployed can 

http://www.ijsrst.com/


International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 7 | Issue 4 

Azhar M.A. et al Int J Sci Res Sci & Technol. July-August-2020; 7 (4) : 25-38 

 

 

 

 

 
30 

complement traditional heart disease detection 

systems and can help not only the doctors but also the 

patients. The dataset with 13 attributes is fed to the 

SVM classifier and the output is mapped into two 

classes cardiac and noncardiac. SVM aims to identify 

the best classification function to distinguish between 

members of the two classes from the training data. 

The classification performance of the heart disease 

dataset is discussed in the following section. 

 
Fig 4: The  SVM classification of points 

 

SVM is one of the most effective classifiers among 

those which are sought of linear. It has a very good 

mathematical intuition behind the SVM and we can 

handle certain cases where there is on linearity by 

using nonlinear basis function is called kernel 

function.SVM has a clever way to prevent overfitting 

and we can work with a relatively larger number of 

features without requiring computation.  

 

2)Artificial neural network(ANN) 

 

Artificial neural network models are a first-order 

mathematical approximation to the human nervous 

system that has been widely used to solve various 

nonlinear problems. It is a “connectionist” 

computational system. A true neural network does 

not follow a linear path or it exploits the nonlinearity. 

Every layer of the NN computes a nonlinear function 

of the input feature vector. The input to the particular 

layer of neurons and the output of that layer of the 

neuron is an intermediate feature vector of the same 

or different dimension depending upon how many 

neurons have in that particular layer. One of the key 

elements of a neural network is its ability to learn and 

it can change its internal structure based on the 

information flowing through it.we have a Perceptron 

convergence algorithm. 

 

1. If the output unit is correct to leave its weights 

alone. 

2. If the output unit is incorrect outputs a zero, add 

the input vector to the weight vector 

3. If the output unit is incorrect outputs a one, 

subtract the input vector to the weight 

Vectorization of perceptron model: 

 

[
 
 
 
 
𝑥0

𝑥1

.

.
𝑥𝑛]

 
 
 
 

  X [𝑤0 𝑤1 .  . 𝑤𝑛]= 𝑥0𝑤0 + 𝑥1𝑤1+. . , +𝑥𝑛𝑤𝑛 

𝑦 = ∑𝑥
𝑖=0

𝑛

iwi+b 

    = wT.x 

  b=w0x0,where x0=1 

 

Multi-Layer Perceptron: Every layer of neuron 

computes a nonlinear function and we have a cascade 

of the nonlinear function that is in f (i+1) th layer it 

computes the nonlinear function of f(i)  on the feature 

vector which are computed by previous layer f(i-1)th 

similarly we can cascade all of them together. In the 

system for heart disease prediction, the multilayer 

perceptron architecture of the neural network is used. 

The system consists of two steps, in the first step 13 

clinical attributes are accepted as input and then the 

training of the network is done with training data by 

the back-propagation learning algorithm. Training 

these networks is much more complicated. Multilayer 

is feed-forward neural networks trained with the 

standard back-propagation algorithm.  
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              Fig 5: Mathematical illustration of MLP 

 

Training the network (i.e. adjusting the weights) also 

involves taking the error (desired result - guess). The 

error, however, must be fed back through the 

network. The final error ultimately adjusts the 

weights of all the connections The multilayer is 

trained with error-correction learning, which is 

appropriate here because the desired multilayer 

response is the arteriographic result and as such 

known. Error correction learning works in the 

following way from the system response at neuron 

𝑗 at iteration 𝑡, 𝑦𝑗 (𝑡), and the desired response 𝑑𝑗 

(𝑡)for given input pattern an instantaneous error 𝑒𝑗 

(𝑡)is defined by 𝑒𝑗(𝑡) = 𝑑𝑗(𝑡) − 𝑦𝑗(𝑡) (1) Using the 

theory of gradient descent learning, each weight in 

the network can be adapted by correcting the present 

value of the weight with a term that is proportional to 

the present input and error at the weight, i.e. 𝑤𝑗𝑘(𝑡 + 

1) = 𝑤𝑗𝑘(𝑡) + 𝜂𝛿𝑗(𝑡)𝑥𝑘(𝑡) (2) The 𝜂(𝑡) is the learning 

rate parameter. The 𝑤𝑗𝑘(𝑡) is the weight connecting 

the output of neuron 𝑘 to the input neuron 𝑗 at 

iteration 𝑡. The local error𝛿𝑗(𝑡) can be computed as a 

weighted sum of errors at the internal neurons. The 

BP algorithm has served as a useful methodology to 

train a multilayer perceptron for a wide range of 

applications. The BP network calculates the 

difference between real and predicted values, which 

is circulated from output nodes backward to nodes in 

the previous layer.   

D. Hybrid with DIA Approaches 

With hybrid architecture, at least two models are 

coordinated to get a cooperative effect where the 

strengths of one system can compensate for the 

shortcoming of another. For the perfect analysis of 

heart disease, the outputs of each algorithm are 

combined and compared. Applying hybrid data 

mining strategies can show promising results in the 

finding of heart disease. The Algorithm1 shows the 

Proposed Approach of the Hybrid Data Mining 

Technique. After the pre-processing Construct subset 

of features using autoencoder. Then, the classifiers 

SVM and MLP are applied to the selected dataset to 

estimate its performance. Table 4-shows a 

Comparison of various models with the hybrid model. 

 

Hybrid Algorithm 1 

Step-1: Pre-process the data set to remove the 

duplicate,  

             missing and unknown data. 

Step-2: Construct an Autoencoder neural network on 

given 

              Dataset.  

Step-3: Input all features to the Autoencoder network 

and 

              create optimum features.   

Step-4: Learn and Classify the Hybrid Model (SVM + 

MLP) 

              with selected   Features 

Step-5: input step 4 to the DIA algorithm (Call 

Algorithm 2). 

 

E. Dynamic Integration Algorithms 

In these techniques, we performed experiments on 

the training datasets and the results are collected. For 

approximately 97% of the test samples, the prediction 

score above 0.6 and below 0.4 is the correct score for 

training datasets. Also, the majority of the 

misclassification lies in the range of 0.4 and 0.6. For 

training data, many misclassified samples lie in 

between the range of 0.3- 0.6. However, we choose 

not to use 0.3 as the lower threshold because the 

range between 0.3 to 0.6 contains much more correct 

predictions than wrong predictions. Hence, including 

them in the decision-making process will reduce the 

overall accuracy. In this way, only scores that lie in 

http://www.ijsrst.com/


International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 7 | Issue 4 

Azhar M.A. et al Int J Sci Res Sci & Technol. July-August-2020; 7 (4) : 25-38 

 

 

 

 

 
32 

the middle of 0.4 - 0.6 would be considered for 

dynamic decision making. We then identified the 

higher scoring classifiers based on the features. The 

classifier is noted for that particular dataset and it is 

used as a starting selection point in our decision-

making module as illustrated in DI Algorithm 2.We 

already know the high scoring classifier, we pick the 

initial prediction answer from the high scoring 

classifier saw during the tests. At this stage, we 

introduce a new parameter, δ. The purpose of δ is to 

decide if we should discard the prediction score of the 

previously selected high scoring classifier. The 

selection of δ was done after performing experiments 

with multiple values of δ. The best score over all the 

sensors in the database of UCI was produced with δ as 

0.2. After getting the absolute difference between the 

two scores, we compare it with the δ. If the difference 

in the score is less than the value of δ, we select the 

final result from the earlier selected high scoring 

classifier. If it is more than delta, we select the result 

from the lower-scoring classifier. 

 

Dynamic Integration Algorithm 2 

Input: scoreLow (i), scoreHigh (i), testLabel (i), N; 

Ouput: finalScore (i); 
1. Initialization,finalScore,diffInScore; 

2. For i =0 to N do 

3.       finalScore= scoreHigh(i); 

4.       diffInScore=abs(scoreHihg(i)-ScoreLow(i)); 

5.       if  scoreHigh(i) ≥ 0.4 and scoreHigh(i) ≤    0.6  

then 

6.            if diffInScore ≤ 0.2 then 

7.                  finalScore= scoreHigh(i); 

8.            else 

9.                 finalScore= scoreLow(i); 

10.           end 

11.       If finalScore  ≤ 0.5 then 

12.          result=0 

13.      else 

14.         result=1 

15.      end 

16. end 

 

IV. PERFORMANCE MEASURES 

 

Several standard performance measures such as 

accuracy, precision, and error in classification have 

been considered for the computation of the 

performance efficiency of this model. To check the 

performance of the classifiers, various performance 

evaluation metrics were used in this project work. We 

used the confusion matrix and ROC  for evaluation. 

 

 
Fig 6: confusion matrix of SVM 

 

Confusion Matrix: Here, every observation in the 

testing set is predicted in exactly one box. With just 

two classes, there are four possible results with the 

classification. The upper left and lower right 

quadrants represent the correct actions. The 

remaining two quadrants are incorrect actions. The 

performance of classification could be determined by 

associating costs with each of the quadrants. 

Classification accuracy is normally determined by 

deciding the percentage of tuples placed in the correct 

class. Figure 14. Shows the confusion matrix off SVM 

and MLP. 

 

Receiver operating characteristic curve (ROC): ROC 

curve shows the relationship between false positives 

and true positives. A ROC curve was originally used 

in the communications area to examine false alarm 

rates. It has also been used in information retrieval to 

examine fallout (percentage of retrieved that are not 

relevant) versus recall (percentage of retrieved that 
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are relevant). At the beginning of evaluating a sample, 

there is none of either category, while at the end 

there is 100 percent of each. Figure 15. shows each 

new tuple is either a false positive or true positive.  

 

 

 
Fig 7: confusion matrix of MLP 

 
 

                             Fig 8: ROC curve 

 

 

TABLE 2. Result of various models with the proposed model. 
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V. EXPERIMENT AND RESULTS 

 

This section of the paper summarises the discussion 

on the classification models and their outcomes from 

different perspectives. First, we checked the 

performance of the following machine learning 

algorithms SVM, MLP, and hybrid model contains 

SVM and MLP by dynamic integration on full 

features. In the second, we used a decision tree 

feature selection algorithm for important feature 

subset selection and apply these subsets of features to 

the above-mentioned machine learning algorithms. In 

the third, performances were checked on selected 

features using artificial neural network-based 

autoencoder. To check the performance of classifiers 

performance evaluation metrics were applied. The 

experimental results in Table 7 show that the selected 

set of attributes using an autoencoder, hybrid with a 

dynamic integration algorithm, and the appropriate 

training set gives a better performance when 

compared to the existing method. Next, we get the 

performance of the machine learning algorithm LR, 

RF, and hybrid(LR+RF) with include feature subset 

selection using decision tree and get the presentation 

of the machine learning algorithm SVM, MLP, and 

hybrid model contains SVM and MLP by dynamic 

integration with highlight features from autoencoder. 

If interrelationship between two features cannot be 

mined effectively then a single method is not efficient. 

Autoencoder based feature selection tries to extract 

this interrelationship between features and then 

thereby improves the performance of the Machine 

Learning algorithm. After the examination, we can 

say that hybrid classifiers with DIA show more 

Accuracy than normal hybrid and all other Individual 

methods. 

 

VI. CONCLUSION AND FUTURE WORK 

 

This work will be useful in identifying possible 

patients who may suffer from heart disease in the 

coming years. The comparison of the accuracy rates of 

all classifiers can be seen in Table 7. Overall, there is 

little fluctuation in the accuracy rates of all classifiers. 

Inter-Related feature selection can outperform 

traditional feature selection methods. Hybrid 

classifiers with DIA shows the best performance 

measures, their accuracy rates are the highest 

compared to other techniques. Here we use a 

network-based Autoencoder feature selection 

technique. The results also demonstrate that the 
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reduced feature subset can have better prediction 

performance compared to the original set of attributes. 

Our proposed system tries to extract these 

interrelationships between features and select the best 

feature subset and thereby improve the performance 

of the Machine Learning algorithm. The performance 

of feature selection techniques depends on the type of 

dataset that we have taken for experimenting. Also, 

we can observe that the hybrid methods with DIA 

were more stable than the other individual 

techniques. The results indicated that the system can 

be useful and helpful for the doctors for timely 

diagnoses the chances of a heart attack in a patient. 

 

There are some shortcomings to be a further study in 

the future. The focus of the latter research will be on 

the other data set to verify its classification 

performance. At the same time, our training sample 

data is too small, it is necessary to increase more data 

sets to test better. As far as UCI dataset concerns, the 

dataset needs to be amplified.  
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