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 Surveillance has become an important task in recent time mainly due to 

the increasing of crime rates. The existing research on surveillance for day 

time has achieved better performance by detecting and tracking objects 

using deep learning algorithms. However, it is difficult to achieve the same 

performance for night vision mainly due to low illumination and/or bad 

weather situation. One of the important tasks in surveillance is object 

detection which results in both class and location of the detected object 

with clear boundary of the objects from the image. We propose an efficient 

object detection module using fusion of thermal and visible images. Fusion 

module consists of encoder-decoder network in which encoder uses 

depthwise convolution to extracts efficient features from the given thermal 

and visible images. Then after, fused image is reconstructed using 

convolutional layers and final map is utilized in object detection algorithm 

(i.e., mask RCNN). The proposed method shows the effectiveness of 

utilization of pre-processing module i.e., fusion in object detection 

algorithm. Here, it is observed that the proposed method performs better 

for night vision when images are trained carefully with various features. 

Moreover, proposed method performs better on real time night vision 

images having no illumination condition.  
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I. INTRODUCTION 

 

In the recent scenario of increased security and 

surveillance, more robust and sophisticated 

surveillance systems are demanded. Among many 

types of deep learning models, deep 

convolutional neural network (DCNN) is a 

powerful approach for low to high level feature 

learning. The main aim behind the use of DCNN 

is to extract features effectively from the data 
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captured in low or no illumination situation 

during night time. Recently, thermal infrared 

camera is widely used to detect object in low 

illumination situation. The visible cameras have 

ability to capture images under natural/ artificial 

illumination conditions only. Hence, very limited 

visual information are captured in night vision 

and that makes difficult to perform surveillance 

in night time using visual sensors only. Moreover, 

thermal images contain higher information of 

objects which have high temperature. However, 

for the objects having low temperature, it 

provides poor information. On the other hand, 

visual imaging contains the high visual context of 

the particular object. 

Recently, rapidly increasing trend of deep 

learning algorithms outperform on the 

application of object detection from thermal 

images. Nevertheless huge improvements have 

been manifested in recent time to develope a 

method for efficient detection that is effective for 

practical applications still remains a challenging 

problem. It is observed that most existing object 

detection methods are sensitive to changes of 

light, climate and impediments due to perform 

training operation on visual information only. To 

overcome the previously mentioned limitations 

for night time object detection, many research 

problems have been targeted on the development 

of multi-spectral object detection solutions for 

facilitating robust target detection. 

Surveillance has become an important task in 

recent time mainly due to the increasing of crime 

rates. The existing research on surveillance for 

day time has achieved better performance by 

detecting and tracking objects using deep 

learning algorithms. However, it is difficult to 

achieve the same performance for night vision 

mainly due to low illumination and/or bad 

weather situation. One of the important tasks in 

surveillance is object detection which results in 

both class and location of the detected object 

with clear boundary of the objects from the 

image. 

 

II.RELATED WORK 

 

Title: Thermal Cameras and Applications: A 

Survey 

Thermal cameras are passive sensors that capture 

the infrared radiation emitted by all objects with 

a temperature above absolute zero. This type of 

camera was originally developed as a surveillance 

and night vision tool for the military, but 

recently the price has dropped, significantly 

opening up a broader field of applications. 

Deploying this type of sensor in vision systems 

eliminates the illumination problems of normal 

greyscale and RGB cameras. This survey provides 

an overview of the current applications of 

thermal cameras. Applications include animals, 

agriculture, buildings, gas detection, industrial, 

and military applications, as well as detection, 

tracking, and recognition of humans. Moreover, 

this survey describes the nature of thermal 

radiation and the technology of thermal cameras 

Title: Multispectral Deep Neural Networks for 

Pedestrian Detection 

Multispectral pedestrian detection is essential for 

around-the-clock applications, e.g., surveillance 

and autonomous driving. We deeply analyze 

Faster R-CNN for multispectral pedestrian 

detection task and then model it into a 

convolutional network (ConvNet) fusion problem. 

Further, we discover that ConvNet-based 

pedestrian detectors trained by color or thermal 
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images separately provide complementary 

information in discriminating human instances. 

Thus there is a large potential to improve 

pedestrian detection by using color and thermal 

images in DNNs simultaneously. We carefully 

design four ConvNet fusion architectures that 

integrate two-branch ConvNets on different 

DNNs stages, all of which yield better 

performance compared with the baseline detector. 

Our experimental results on KAIST pedestrian 

benchmark show that the Halfway Fusion model 

that performs fusion on the middle-level 

convolutional features outperforms the baseline 

method by 11% and yields a missing rate 3.5% 

lower than the other proposed architectures 

Title: Faster R-CNN: Towards Real-Time Object 

Detection with Region Proposal Networks 

State-of-the-art object detection networks 

depend on region proposal algorithms to 

hypothesize object locations. Advances like 

SPPnet [1] and Fast R-CNN [2] have reduced the 

running time of these detection networks, 

exposing region proposal computation as a 

bottleneck. In this work, we introduce a Region 

Proposal Network(RPN) that shares full-image 

convolutional features with the detection 

network, thus enabling nearly cost-free region 

proposals. An RPN is a fully convolutional 

network that simultaneously predicts object 

bounds and objectness scores at each position. 

The RPN is trained end-to-end to generate high-

quality region proposals, which are used by Fast 

R-CNN for detection. We further merge RPN and 

Fast R-CNN into a single network by sharing 

their convolutional features-using the recently 

popular terminology of neural networks with 

'attention' mechanisms, the RPN component tells 

the unified network where to look. For the very 

deep VGG-16 model [3], our detection system has 

a frame rate of 5 fps (including all steps) on a 

GPU, while achieving state-of-the-art object 

detection accuracy on PASCAL VOC 2007, 2012, 

and MS COCO datasets with only 300 proposals 

per image. In ILSVRC and COCO 2015 

competitions, Faster R-CNN and RPN are the 

foundations of the 1st-place winning entries in 

several tracks. Code has been made publicly 

available. 

III.PROPOSED SYSTEM 

We propose an efficient object detection module 

using fusion of thermal and visible images. Fusion 

module consists of encoder-decoder network in 

which encoder uses depthwise convolution to 

extracts efficient features from the given thermal 

and visible images. Then after, fused image is 

reconstructed using convolutional layers and 

final map is utilized in object detection algorithm 

(i.e., mask RCNN). The proposed method shows 

the effectiveness of utilization of pre-processing 

module i.e., fusion in object detection algorithm. 

Advantages: 

• Observed that the proposed method performs 

better for night vision when images are trained 

carefully with various features.  

• Moreover, proposed method performs better 

on real time night vision images having no 

illumination condition. 

 
Fig 1: Block Diagram 
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3.1 MODULES   DESCRIPTION 

RCNN: A Fast R-CNN network takes as input an 

entire image and a set of object proposals. The 

network first processes the whole image with 

several convolutional (conv) and max pooling 

layers to produce a conv feature map. Then, for 

each object proposal a region of interest (RoI) 

pooling layer extracts a fixed-length feature 

vector from the feature map. To achieve real time 

speeds, Faster RCNN uses “REGION PROPOSAL 

NETWORKS”. 

Pandas: pandas is an open source, BSD-

licensed library providing high-performance, 

easy-to-use data structures and data analysis tools 

for the Python programming language. 

Numpy: NumPy is a general-purpose array-

processing package. It provides a high-

performance multidimensional array object, and 

tools for working with these arrays. It is the 

fundamental package for scientific computing 

with Python.  

MatPlotLib: matplotlib.Pyplot is a 

plotting library used for 2D graphics 

in python programming language. It can be used 

in python scripts, shell, web application servers 

and other graphical user interface toolkits 

TensorFlow: TensorFlow is an end-to-end open 

source platform for machine learning. It has a 

comprehensive, flexible ecosystem of tools, 

libraries and community resources that lets 

researchers push the state-of-the-art in ML and 

developers easily build and deploy ML powered 

applications. 

 

 

IV.RESULTS AND DISCUSSION 

 

 
 

Fig 2. Results Screenshot 

 
Fig 3. Results Screenshot 
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Fig 4. Results Screenshot 

 
Fig 5. Results Screenshot 
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Fig 6. Results Screenshot 

 
Fig 7. Results Screenshot 

 
Fig 8. Results Screenshot 

 
Fig 9. Results Screenshot 
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Fig 10. Results Screenshot 

 
Fig 11. Results Screenshot 

 

V.CONCLUSION 

In this paper, we have presented an approach for 

object detection using thermal and visible images for 

night vision surveillance. The proposed network 

includes fusion and MRCNN module in which fusion 

module uses an encoder and decoder module with a 

depthwise convolution to extract salient features from 
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the given input images. Then after, fused image is 

utilized to detect objects efficiently. 

 

VI.FUTURE WORK 

 

The experiments have been conducted on various 

datasets and missing rate is also calculated to verify 

the performance of the proposed method on real time 

night vision images. It shows that the proposed object 

detection method outperforms than the other state-of 

the-art existing methods. 
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