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 In this research article  the researcher emphasized the Network threats 

and hazards are evolving at a high-speed rate in recent years. Many 

mechanisms (such as firewalls, anti-virus, anti-malware, and spam filters) 

are being used as security tools to protect networks. An intrusion detection 

system (IDS) is also an effective and powerful network security system to 

detect unauthorized and abnormal network traffic flow. This article 

presents a review of the research trends in network-based intrusion 

detection systems (NIDS), their approaches, and the most common datasets 

used to evaluate IDS Models. The analysis  reported presented in this paper 

is based on the   supervised machine learning approach logistics  and XGB- 

classifier by using  NSL-KDD Dataset. The researcher found that logistic 

classifier given 0.95% accuracy where as XGBooster Classifier gives the 

1.00% accuracy , due to the over fitting the researcher used the hyper 

parameter tuning XGB classifier  and got the 0.99% accuracy. The 

researcher assured that the developed predictive model is more  accurate  

and efficient to  detect the intrusion during the   data transmission. 
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I. INTRODUCTION 

 

The evolution of malicious software (malware) poses a 

critical challenge to the design of intrusion detection 

systems (IDS). Malicious attacks have become more 

sophisticated and the foremost challenge is to identify 

unknown and obfuscated malware, as the malware 

authors use different evasion techniques for 

information concealing preventing detection by an 

IDS. In addition, there has been an increase in 

security threats such as zero-day attacks designed to 

target internet users. Therefore, computer security has 

become essential as the use of information technology 

has become part of our daily lives. As a result, various 

countries such as Australia and the US have been 

significantly impacted by the zero-day attacks. 

According to the 2017 Symantec Internet Security 

Threat Report, more than three billion zero-day 
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attacks were reported in 2016, and the volume and 

intensity of the zero-day attacks were substantially 

greater than previously (Symantec, 2017).  

As highlighted in the Data Breach Statistics in 2017, 

approximately nine billion data records were lost or 

stolen by hackers since 2013 (Breach_LeveL_Index, 

2017). A Symantec report found that the number of 

security breach incidents is on the rise. In the past, 

cybercriminals primarily focused on bank customers, 

robbing bank accounts or stealing credit cards 

(Symantec, 2017). However, the new generation of 

malware has become more ambitious and is targeting 

the banks themselves, sometimes trying to take 

millions of dollars in one attack (Symantec, 2017). For 

that reason, the detection of zero-day attacks has 

become the highest priority. 

High profile incidents of cybercrime have 

demonstrated the ease with which cyber threats can 

spread internationally, as a simple compromise can 

disrupt a business‘ essential services or facilities. There 

are a large number of cybercriminals around the 

world motivated to steal information, illegitimately 

receive revenues, and find new targets. Malware is 

intentionally created to compromise computer 

systems and take advantage of any weakness in 

intrusion detection systems. In 2017, the Australian 

Cyber Security Centre (ACSC) critically examined the 

different levels of sophistication employed by the 

attackers (Australian, 2017). So there is a need to 

develop efficient IDS to detect novel, sophisticated 

malware.. 

 

II. LITERATURE REVIEW 

 

In the last few decades, machine learning has been 

used to improve intrusion detection, and currently 

there is a need for an up-to-date, thorough taxonomy 

and survey of this recent work. There are a large 

number of related studies using either the KDD-Cup 

99 or DARPA 1999 dataset to validate the 

development of IDSs; however there is no clear 

answer to the question of which data mining 

techniques are more effective. Secondly, the time 

taken for building IDS is not considered in the 

evaluation of some IDSs techniques, despite being a 

critical factor for the effectiveness of ‗on-line‘ IDSs. 

This paper provides an up to date taxonomy, together 

with a review of the significant research works on 

IDSs up to the present time; and a classification of the 

proposed systems according to the taxonomy. It 

provides a structured and comprehensive overview of 

the existing IDSs so that a researcher can become 

quickly familiar with the key aspects of anomaly 

detection. This paper also provides a survey of data-

mining techniques applied to design intrusion 

detection systems. The signature-based and anomaly-

based methods (i.e., SIDS and AIDS) are described, 

along with several techniques used in each method.  

The complexity of different AIDS methods and their 

evaluation techniques are discussed, followed by a set 

of suggestions identifying the best methods, 

depending on the nature of the intrusion. Challenges 

for the current IDSs are also discussed. Compared to 

previous survey publications (Patel et al., 2013; Liao et 

al., 2013a), this paper presents a discussion on IDS 

dataset problems which are of main concern to the 

research community in the area of network intrusion 

detection systems (NIDS). Prior studies such as 

(Sadotra & Sharma, 2016; Buczak & Guven, 2016) 

have not completely reviewed IDSs in term of the 

datasets, challenges and techniques. In this paper, we 

provide a structured and contemporary, wide-ranging 

study on intrusion detection system in terms of 

techniques and datasets; and also highlight challenges 

of the techniques and then make recommendations. 

During the last few years, a number of surveys on 

intrusion detection have been published. Table 1 

shows the IDS techniques and datasets covered by this 

survey and previous survey papers. The survey on 

intrusion detection system and taxonomy by Axelsson 

(Axelsson, 2000) classified intrusion detection systems 

based on the detection methods. The highly cited 

survey by Debar et al. (Debar et al., 2000) surveyed 

detection methods based on the behaviour and 
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knowledge profiles of the attacks. Taxonomy of 

intrusion systems by Liao et al. (Liao et al., 2013a), has 

presented a classification of five subclasses with an in-

depth perspective on their characteristics: Statistics-

based, Pattern-based, Rule-based, State-based and 

Heuristic-based. On the other hand, our work focuses 

on the signature detection principle, anomaly 

detection, taxonomy and datasets. 

Intrusion can be defined as any kind of un-authorized 

activities that cause damage to an information system. 

This means any attack that could pose a possible 

threat to the information confidentiality, integrity or 

availability will be considered an intrusion. For 

example, activities that would make the computer 

services unresponsive to legitimate users are 

considered an intrusion. An IDS is a software or 

hardware system that identifies malicious actions on 

computer systems in order to allow for system 

security to be maintained (Liao et al., 2013a). The goal 

of an IDS is to identify different kinds of malicious 

network traffic and computer usage, which cannot be 

identified by a traditional firewall. This is vital to 

achieving high protection against actions that 

compromise the availability, integrity, or 

confidentiality of computer systems. IDS systems can 

be broadly categorized into two groups: Signature-

based Intrusion Detection System (SIDS) and 

Anomaly-based Intrusion Detection System (AIDS). 

Enterprises, governments, and people who depend on 

digital platforms need robust network security 

software. To safeguard a network and its resources 

from threats like viruses and illegal access, a reliable 

and durable security solution is necessary. The 

software and hardware components needed for 

network security protocols are listed by John Borky 

and Thomas Bradley (2019) as firewalls, routers, and 

anti-malware programs. Network security language is 

vital for providing dependable access, enhancing 

network speed, protecting all clients and data, and 

designing protocols for safe sharing. Implementing a 

thorough network security solution may help 

businesses save money on operating expenses and 

safeguard themselves from major losses caused by 

security incidents like data breaches. You may be 

certain that the system's interfaces, applications, and 

systems will function correctly if only authorized 

users are granted access. 

Firewalls control the data that enters and leaves a 

network using predetermined protocols, according to 

devices that are interacting with one other. Firewalls 

are essential in everyday computer networking 

because they streamline traffic and regulate the flow 

of packets. Firewalls are an essential component of 

any network security design due to their main role of 

preventing viruses and application-layer assaults. 

Network segmentation allows for the identification of 

many entities inside an organization that provide a 

comparable function, risk, or status. An enterprise's 

network is linked to the Internet via a perimeter 

gateway. Avoiding other networks and organizations 

that might pose a danger is essential for protecting the 

systems' resources. By incorporating additional 

measures such as access control and internal network 

barriers, organizations might potentially fortify their 

security configuration. 

By controlling which users, groups, and devices may 

access which parts of a network, access control helps 

ensure the confidentiality of sensitive data. System 

administrators may use role-based access control rules 

and Identity and Access Management systems to 

ensure that only authorized users and devices are able 

to access network resources. In every system, remote 

device access should be considered. Virtual Private 

Networks (VPNs) empower users—whether they are 

hosts, consumers, or employees—to securely access 

the network from any location or device type. As a 

matter of course, every host should have a client 

version of VPN installed or use a web-based client. To 

further guarantee confidentiality and authenticity, 

security measures including encryption, endpoint 

compliance monitoring, and multi-factor 

authentication are also used. 
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III. OBJECTIVE OF RESEARCH  

 

The aim of IDS is to identify different, kinds of 

malware as early as possible, which cannot be 

achieved by a traditional firewall. With the increasing 

volume of computer malware, the development of 

improved IDSs has become extremely important and 

has a significant research issues. The objective of this 

research study on ―Exploring the NSL-KDD Dataset: a 

comprehensive analysis about intrusion detection 

system‖, defined as 

1- To study the different cased on IDS and current 

research issues in networking environment. 

2-  To develop a predictive model  and based logistic 

regression classifier . 

3- To evaluate accuracy of predictive model  and  its 

efficiency on big data. 

 

IV. RESEARCH DESIGN AND METHODOLOGY 

 

A statistical model typically used to model a binary 

dependent variable with the help of logistic function. 

Another name for the logistic function is a sigmoid 

function and is given by: 

 
Fig.1.1: Sigmoid function 

…..(1) 

This function assists the logistic regression model to 

squeeze the values from (-k,k) to (0,1). Logistic 

regression is majorly used for binary classification 

tasks; however, it can be used for multiclass 

classification. 

The reason behind this is that just like Linear 

Regression, logistic regression starts from a linear 

equation. However, this equation consists of log-odds 

which is further passed through a sigmoid function 

which squeezes the output of the linear equation to a 

probability between 0 and 1. And, we can decide a 

decision boundary and use this probability to conduct 

classification task. For example, let‘s assume we are 

predicting whether it is going to rain tomorrow or not 

based on the given dataset, and if after applying the 

logistic model, probability comes out to be 90% then 

we can surely say that it is highly possible to rain 

tomorrow. On the other hand, if probability comes 

out to be 10%, we may say that it is not going to rain 

tomorrow, and this is how we can transform 

probabilities to binary. 

 Since Logistic regression predicts probabilities, we 

can fit it using likelihood. Therefore, for each training 

data point x, the predicted class is y. Probability of y is 

either p if y=1 or 1-p if y=0. Now, the likelihood can 

be written as: 

……….…(2) 

The multiplication can be transformed into a sum by 

taking the log: 

……(3) 

Further, after putting the value of p(x): 

……..(4) 

The next step is to take a maximum of the above 

likelihood function because in the case of logistic 

regression gradient ascent is implemented (opposite of 

gradient descent). 

XG Boost Classifier 

It builds decision trees sequentially with each tree 

attempting to correct the mistakes made by the 
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previous one. The process can be broken down as 

follows: 

1- Start with a base learner: The first model decision 

tree is trained on the data. In regression tasks this 

base model simply predict the average of the 

target variable. 

2- Calculate the errors: After training the first tree 

the errors between the predicted and actual 

values are calculated. 

3- Train the next tree: The next tree is trained on 

the errors of the previous tree. This step attempts 

to correct the errors made by the first tree. 

4- Repeat the process: This process continues with 

each new tree trying to correct the errors of the 

previous trees until a stopping criterion is met. 

5- Combine the predictions: The final prediction is 

the sum of the predictions from all the trees. 

 

V. RESULTS AND DISCUSSION 

 

5.1 Logistics Predictive Model 

Table1.1: Testing Result of Predictive Model 

 precision recall   f1-score   support 

           0 0.96      0.93      0.94      5828 

           1 0.94      0.97      0.95      6770 

    accuracy                           0.95     12598 

   macro avg 0.95      0.95      0.95     12598 

weighted avg 0.95      0.95      0.95     12598 

 

The above data analysis report is generated by logistics 

predictive model  and produced the accuracy 0.95% 

and precision 0.96 and recall 0.93 and F1-score 0.94%. 

The researcher used the total data 12598 where truly 

predict ted 6770 where as false predicted 

5828(Table1.1). 

 

5.2 Evaluation – XG-Boost Model 

Accuracy  Table 1.2: Evaluation - 

XGBoost_model  

 precision    recall  f1-score   support 

           0 1.00      1.00      1.00      5828 

           1 1.00      1.00      1.00      6770 

    accuracy                                       1.00     12598 

   macro avg 1.00      1.00      1.00     12598 

weighted 

avg 

1.00      1.00      1.00     12598 

 

The above data analysis report is generated by : 

Evaluation – XG- Boost model and produced the 

accuracy 1% and precision 1% and recall 1 % and F1-

score  1%. The researcher used the total data 12598 

where truly predict ted 6770 where as false predicted 

5828(Table1.2).  So we can see that ensemble methods 

such as xgboost, adaboost, gradient boosts has more 

accuracy scores over logistic regression in bigger 

datasets. It doesn't necessary but we will do hyper 

parameter tuning in order to fit the model with best 

parameters, i would like to remember that xg-boost 

has cross-validation has itself 

 

5.3 Hyper-Parameter Tuning: XGB- Classifier 

 
Fig.1.1: Hyper-Parameter Tuning: XGB- Classifier 

 

The evaluation datasets play a vital role in the 

validation of any IDS approach, by allowing us to 

assess the proposed method‘s capability in detecting 

intrusive behavior. The datasets used for network 

packet analysis in commercial products are not easily 
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available due to privacy issues. However, there are a 

few publicly available datasets such as DARPA, KDD, 

NSL-KDD and ADFA-LD and they are widely used as 

benchmarks. Existing datasets that are used for 

building and comparative evaluation of IDS, finally 

the researcher found Hyper-Parameter Tuning: XGB- 

Classifier accuracy 0.99%. 

 

VI. SUMMARY AND CONCLUSION 

 

Finally the researcher concluded that the research 

study ―Exploring the NSL-KDD Dataset: A 

Comprehensive Analysis about Intrusion Detection 

System (IDS)‖ are significant and have a great impact 

of any network suspicious activities. This article 

presented a review of the research trends in network-

based intrusion detection systems (NIDS), their 

approaches, and the most common datasets used to 

evaluate IDS Models. The researcher used the    

supervised machine learning approach logistics and 

XGB- classifier by using NSL-KDD Dataset. The 

researcher found that logistic classifier given 0.95% 

accuracy where as XGBooster Classifier gives the 1.00% 

accuracy; due to the over fitting the researcher used 

the hyper parameter tuning XGB classifier and got the 

0.99% accuracy. The researcher assured that the 

developed predictive model is more accurate and 

efficient to detect the intrusion during the   data 

transmission. The aim of IDS is to identify different, 

kinds of malware as early as possible, which cannot be 

achieved by a traditional firewall. With the increasing 

volume of computer malware, the development of 

improved IDSs has become extremely important and 

has a significant research issues. 
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