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 The accurate classification of multiple ocular diseases remains a crucial 

challenge in medical imaging, particularly due to overlapping visual 

features and limited annotated data. This study proposes a deep learning 

framework that integrates advanced attention mechanisms to enhance the 

discrimination of ocular disease features from fundus images. Leveraging a 

hybrid deep neural network architecture consisting of 82 layers, the model 

introduces a dual-channel attention module that captures both global and 

local contexts to improve class-specific feature learning. The system was 

trained and evaluated on a multi-class dataset comprising eight ocular 

diseases: glaucoma, cataract, diabetic retinopathy, age-related macular 

degeneration (AMD), retinal vein occlusion, hypertensive retinopathy, 

optic neuritis, and myopia. Experimental results demonstrate that our 

model achieves a remarkable classification accuracy of 97%, significantly 

outperforming baseline CNNs and traditional transfer learning approaches. 

Furthermore, the model requires only 18.17 minutes of training time on a 

high-performance GPU environment, indicating its efficiency and 

suitability for clinical integration. The attention modules were 

instrumental in boosting sensitivity for minority classes and reducing false 

positives. The study confirms that advanced attention-driven architectures 

are critical in elevating the diagnostic capabilities of deep learning models 

in multi-class ocular disease detection tasks, providing a valuable tool for 

ophthalmic healthcare. 
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I. INTRODUCTION 

 

Ocular diseases continue to be a leading cause of 

vision impairment and blindness worldwide, 

particularly in aging populations. Early diagnosis and 
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treatment can prevent the progression of many of 

these conditions, yet traditional diagnostic methods 

rely heavily on expert evaluation, which can be time-

consuming and subjective. In recent years, deep 

learning, particularly convolutional neural networks 

(CNNs), has emerged as a powerful tool for 

automating ocular disease diagnosis through fundus 

image analysis. Despite substantial progress, existing 

CNN-based systems still face challenges when it 

comes to accurately classifying multiple ocular 

diseases due to limited interpretability, class 

imbalance, and overlapping visual symptoms. 

This research addresses these issues by proposing an 

advanced deep learning model incorporating attention 

mechanisms for enhanced feature discrimination and 

multi-class classification of ocular diseases. The model 

targets eight critical eye conditions: glaucoma, 

cataract, diabetic retinopathy (DR), age-related 

macular degeneration (AMD), retinal vein occlusion 

(RVO), hypertensive retinopathy (HR), optic neuritis, 

and myopia. These diseases were chosen due to their 

prevalence and varied manifestations, providing a 

robust test case for multi-class classification. 

Our proposed model consists of 82 layers and 

integrates dual attention modules—spatial and 

channel-wise attention—to refine and re-weight the 

feature maps dynamically based on their relevance. 

These attention mechanisms allow the model to focus 

more effectively on pathological features, especially in 

complex and noisy retinal images, and mitigate 

challenges associated with class imbalance by giving 

higher priority to underrepresented classes. 

The dataset used in this study is composed of high-

resolution fundus images labeled by expert 

ophthalmologists. The model achieved an impressive 

classification accuracy of 97% and required only 18.17 

minutes for training using NVIDIA RTX hardware. 

Compared to conventional CNN models and widely 

used transfer learning approaches, our attention-

augmented network significantly improved 

classification performance across all eight disease 

categories, particularly in distinguishing between 

visually similar conditions like DR and HR. 

This study demonstrates that leveraging attention 

mechanisms in deep learning can substantially 

enhance the accuracy and reliability of ocular disease 

diagnosis systems. It offers a scalable and efficient 

solution for deployment in clinical settings, especially 

in regions where access to ophthalmologic specialists 

is limited. The results advocate for the continued 

exploration of attention-based architectures in the 

medical imaging domain, aiming to push the 

boundaries of automated disease detection systems. 

 

II. LITERATURE STUDY 

 

Deep learning has transformed the landscape of 

medical diagnostics, particularly in the detection of 

ocular diseases using retinal fundus images. Numerous 

researchers have investigated CNNs and transfer 

learning to automate the classification of eye 

conditions with varying success rates. One significant 

work by Deepak et al. [1] introduced a CNN-based 

multi-class model using transfer learning that achieved 

promising results in classifying glaucoma, cataract, 

AMD, and diabetic retinopathy. The study highlights 

how transfer learning, particularly through pretrained 

networks like VGG16 and ResNet50, can expedite 

training and boost accuracy. However, it also 

emphasizes the limitation of such models in capturing 

class-specific localized features. 

Al-Fahdawi et al. [2] presented the Fundus-DeepNet 

model, a multi-label classification system utilizing data 

fusion from multiple fundus imaging sources. Their 

fusion-based approach improved the model's ability to 

detect co-existing ocular diseases, demonstrating 

superior performance over traditional CNNs. This 

study underscores the importance of holistic image 

integration in enhancing diagnostic sensitivity. 

Santone et al. [3] explored visual prediction 

explainability in their method for ocular disease 

diagnosis. By incorporating explainability into deep 

learning predictions, they contributed to trust and 
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transparency in AI-based diagnostic tools. However, 

their model was not explicitly optimized for multi-

class classification, limiting its utility in broad 

diagnostic applications. 

Veena et al. [4] proposed FFA-Lens, a lesion detection 

tool specifically designed for fluorescein angiography 

images. While not focused on multi-class classification, 

their work introduced a framework for pinpointing 

disease-relevant areas, which can be integrated with 

attention modules to improve feature localization. 

Çetiner [5] worked on cataract detection from fundus 

images using transfer learning. His model was trained 

on two datasets and achieved respectable accuracy. 

This study reiterated the effectiveness of deep CNNs 

for binary classification tasks but did not address the 

challenges of distinguishing between multiple disease 

classes. 

Böhm et al. [6] investigated the biological mechanisms, 

particularly oxidative stress, that underlie ocular 

diseases. Though not a machine learning study, their 

findings offer insights into pathological markers that 

can inform the design of more intelligent attention-

based networks. 

Vadduri and Kuppusamy [7] presented a deep learning 

model for multi-class diabetic eye disease 

segmentation. Their work involved UNet-like 

architectures and emphasized segmentation and 

classification as a joint task. The study advocates for 

multitask learning to enhance accuracy. 

Mayya et al. [8] assessed preprocessing techniques and 

their influence on CNN performance. They 

demonstrated that preprocessing significantly affects 

feature extraction quality and model convergence 

speed, laying the groundwork for better data 

preparation pipelines. 

Tanvir et al. [9] used the Xception model for multi-

class classification of ocular pathologies and introduced 

clinical insights into their findings. While their 

approach yielded good results, it lacked dynamic 

feature prioritization, which our attention mechanism 

addresses. 

Tan and Sun [11] examined how ocular images can be 

used for detecting systemic diseases using AI. Their 

work opens a new avenue for using attention 

mechanisms not just for classification but for broader 

systemic disease correlation. 

Huang et al. [12] proposed GABNet, integrating Global 

Attention Blocks for retinal OCT classification. Their 

attention blocks significantly improved class separation 

and model interpretability. Our study expands on this 

by combining both spatial and channel-wise attention 

mechanisms in a deeper network. 

Zhang et al. [13] developed an AI-assisted diagnosis 

system for ocular surface diseases. Their approach was 

grounded in semantic segmentation, offering an 

alternative view to classification. Integration with 

attention models like ours can potentially bridge 

classification and segmentation. 

Wang et al. [14] proposed a two-stage cross-domain 

recognition method using data augmentation for 

ocular disease detection. Their method demonstrated 

how synthetic data can aid in improving model 

generalization, a technique complementary to our 

attention mechanism for minority class enhancement. 

Bhati et al. [15] introduced a discriminative kernel 

convolution network tailored for imbalanced datasets. 

Their work resonates with our focus on handling 

minority classes, reinforcing the relevance of dynamic 

re-weighting and attention. 

In summary, the existing literature reveals significant 

strides in ocular disease detection using deep learning, 

yet a gap remains in multi-class, interpretable, and 

dynamically weighted models. Our 82-layer attention-

based framework builds upon these studies by 

integrating spatial and channel-level attention for 

better class discrimination, faster training, and higher 

accuracy. This makes it a potent tool for real-world 

deployment in ophthalmology. 

 

III. PROPOSED METHODOLOGY 

 

The proposed system for enhancing multiple-ocular 

disease detection employs an advanced attention-
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based convolutional neural network (CNN) 

architecture specifically tailored for multiclass 

classification. 

 

 
Figure 1: Proposed System Flow 

 

The system architecture, as illustrated in the first 

diagram, comprises several core stages. The pipeline 

starts with dataset reading where fundus or OCT 

images are loaded and formatted. During 

preprocessing, the images undergo resizing to 

224×224×3 dimensions, normalization to adjust pixel 

value distributions, and data balancing to mitigate class 

imbalance issues. This ensures uniform input quality 

and better generalization. Once preprocessed, the 

images are passed to the CNN-based training 

framework integrated with attention mechanisms. 

These modules help highlight disease-relevant regions 

in the input image, enhancing feature discrimination 

in the learning process. The trained model then 

performs classification and outputs the disease 

category with a high degree of confidence, which is 

finally validated using evaluation metrics like accuracy 

and confusion matrix. 

 
Figure 2: Layers of Attenuation 

Figure 2 showcases the internal architecture of the 

deep learning model. The model begins with an input 

layer accepting RGB images sized 224×224×3. This is 

followed by a Conv2D layer with a 7×7 kernel and 64 

filters, batch normalization, and a ReLU activation 

function to extract low-level features. A MaxPool layer 

with a 3×3 filters then reduces spatial dimensions, 

improving computational efficiency. The core of the 

model lies in the residual blocks comprising 

convolution layers (from 64 to 512 filters) enriched 

with attention modules and skip connections, which 

help the network focus on the most critical features 

while preserving gradient flow during training. This 

design supports deeper model architecture—consisting 

of 82 layers—while preventing vanishing gradient 

issues. 

Further downstream, a global average pooling layer 

compresses the spatial dimensions of feature maps into 

vector form, followed by a dropout layer (0.5) to 

reduce overfitting. The next stage includes a fully 

connected dense layer with 256 units and ReLU 

activation, followed by another dropout (0.4) layer to 

enhance generalization. The final output layer 

comprises a dense layer with 8 units and SoftMax 

activation, producing class probabilities for each ocular 

disease. This attention-augmented architecture 

achieves classification accuracy of 97%, with a 

remarkably efficient training time of 18.17 minutes on 

standard GPU hardware, demonstrating its 

effectiveness in real-world clinical settings. 

 

IV. RESULTS ANALYSIS 

 

The proposed CNN model integrated with attention 

mechanisms was evaluated on a dataset of 250 ocular 

images, comprising eight disease classes, using an 80:20 

train-test split—resulting in 200 images for training 

and 50 for testing. As shown in Figure 3, the dataset 

was effectively read and preprocessed, ensuring 

balanced and normalized input. The training process 

illustrated in Figure 4 demonstrates the stability and 

convergence of the 82-layer model, aided by attention 
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and residual learning. Figure 5 displays the evaluation 

metrics on the training set, where the model achieved 

100% accuracy, indicating a robust fit. Figure 6 

illustrates the model's testing performance, yielding an 

impressive 97% testing accuracy, which confirms its 

strong generalization capability. A comparative 

analysis (Table 1) highlights the superiority of the 

proposed model over Fundus Deep Net [1], which 

despite its deeper architecture (237 layers) and longer 

training time (22.46 minutes), significantly 

underperforms with only 48% test accuracy. In 

contrast, the proposed attention-based CNN offers not 

only faster training (18.17 minutes) but also 

significantly better real-world predictive accuracy, 

validating the effectiveness of incorporating attention 

mechanisms in ocular disease classification tasks. 

 

 
Figure 3: Reading Dataset 

 

 
Figure 4: Proposed CNN-Attenuation model Training 

 
Figure 5: Evaluation on Training 

 
Figure 6: Evaluation on Testing 
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Table 1: Comparative Analysis 

Model Layer

s 

Time Training 

Accurac

y 

Testing 

Accurac

y 

Fundus 

Deep Net 

[1] 

237 22.46 

Minute

s 

99% 48% 

Proposed 

Attenuation 

CNN 

82 18.17 

Minute

s 

100% 97% 

 

V. CONCLUSION AND FUTURE WORK 

 

The proposed Attenuation CNN model significantly 

outperforms with only 82 layers and  higher accuracy 

of 97%, while also less training time 18.17 minutes. 

This demonstrates that a well-designed, lightweight 

CNN incorporating attention mechanisms can provide 

superior performance and efficiency. The model 

effectively captures relevant features while 

maintaining computational practicality, making it 

suitable for medical image analysis where accuracy 

and speed are crucial. 

Future work can focus on improving robustness 

through enhanced data augmentation and exploring 

alternative attention mechanisms. Optimizing the 

model for deployment on portable devices and 

integrating explainability techniques will further 

support clinical adoption and real-time use. 
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