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ABSTRACT 

 

In this present paper, we report on study of algorithms and techniques for effective web crawling. electrical 

components for fully implantable device. This paper discusses the various components of a fully implantable 

multi-electrode recording system, and the design issues surrounding each component. 
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I. INTRODUCTION 

 

The typical design of search engines is a “cascade”, in which a Web crawler creates a collection which is 

indexed and searched. Most of the designs of search engines consider the Web crawler as just a first stage in 

Web search, with little feedback from the ranking algorithms to the crawling process. This is a cascade model, 

in which operations are executed in strict order: first crawling, then indexing, and then searching [1-4]. 

Our approach is to provide the crawler with access to all the information about the collection to guide the 

crawling process effectively. This can be taken one step further, as there are tools available for dealing with all 

the possible interactions between the modules of a search engine. The indexing module can help the Web 

crawler by providing information about the ranking of pages, so the crawler can be more selective and try to 

collect important pages first.  

Web crawling is the process used by search engines to collect pages from the Web. This work studies Web 

crawling at several different levels, ranging from the long-term goal of crawling important pages first, to the 

short-term goal of using the network connectivity efficiently, including implementation issues that are 

essential for crawling in practice. We start by designing a new model and architecture for a Web crawler that 

tightly integrates the crawler with the rest of the search engine, providing access to the metadata and links of 

the documents that can be used to guide the crawling process effectively [5].  

 

II. EXPERIMENTAL SETUP 

 

We tested several scheduling policies in two different datasets corresponding to Chilean and Greek Web pages 

using a crawler simulator. This section describes how the dataset and how the simulator works. 

2.1. Datasets: .cl and .gr 

The Web, and found that the Web graph is self-similar in several senses and at several scales, and that this self-

similarity is pervasive, as it holds for a number of different parameters. Top-level domains are useful because 
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they represent pages sharing a common cultural context; we consider that they are more useful than large Web 

sites because pages in a Web site are more homogeneous. Note than a large sub-set of the whole Web (and any 

non-closed subset of the Web) is always biased by the strategy used to crawl it [6]. 

We worked with two datasets that correspond to pages under the .cl (Chile) and .gr (Greek) top-level domains. 

We downloaded pages using the WIRE crawler [89] in breadth-first mode, including both static and dynamic 

pages. While following links, we stopped at depth 5 for dynamic pages and 15 for static pages, and we 

downloaded up to 25,000 pages from each Web site. We made two complete crawls on each domain, in April 

and May for Chile, and in May and September for Greece. We downloaded about 3.5 million pages in the 

Greek Web and about 2.5 million pages in the Chilean Web. Both datasets are comparable in terms of the 

number of Web pages, but were obtained from countries with wide differences in terms of geography, 

language, demographics, history, etc [7]. 

2.2. Crawler simulator 

Using this data, we created a Web graph and ran a simulator by using different scheduling policies on this 

graph. This allowed us to compare different strategies under exactly the same conditions. 

The simulator 1 models: 

• The selected scheduling policy, including the politeness policy. 

• The bandwidth saturation of the crawler Internet link. 

• The distribution of the connection speed and latency from Web sites, which was obtained during the 

experiment described in Section 3.3 

• The page sizes, which were obtained during the crawl used to build the Web graph.   

We considered a number of scheduling strategies. Their design is based on a heap priority queue whose nodes 

represent sites. For each site-node we have another heap with the pages of the Web site, as depicted in Figure 

1.   

At each simulation step, the scheduler chooses the top website from the queue of Web sites and a number of 

pages from the top of the corresponding queue of Web pages. This information is sent to a module that 

simulates downloading pages from that Website [8]. 

 

III. SIMULATION PARAMETERS 

 

The parameters for our different scheduling policies are the following: 
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Figure 1: Queues used in the crawling simulator. We tested the scheduling policies using a structure with two 

levels: one queue for Web sites and one queue for the Web pages of each Web site. 

• The policy for ordering the queue of Web sites, related to long-term scheduling. 

• The policy for ordering the queues of Web pages, related to short-term scheduling. 

• The interval w in seconds between requests to a single Web site. 

• The number of pages c downloaded for each connection when re-using connections with the HTTP Keep-

alive feature. 

• The number r of maximum simultaneous connections, i.e.: the degree of parallelization. Although we used 

a large degree of parallelization, we restricted the robots to never open more than one connection to a Web 

site at a given time. 

3.1. Interval between connections (w) 

As noted above, a waiting time of w = 60 seconds is too large, as it would take too long to crawl large Web sites. 

Instead, we use w = 15 seconds in our experiments. 

Liu et al. show that total time of a page download is almost always under 10 seconds. We ran our own 

experiments and measured that for sequential transfers (which are usually faster than parallel transfers) 90% of 

the pages were transferred in less than 1.5 seconds, and 95% of the pages in less than 3 seconds, as shown in 

Figure 2. 

From the total time, latency is usually larger than the actual transfer time. This makes the situation even more 

difficult than what was shown in Figure 2, as the time spent waiting cannot be amortized effectively [9]. 

 
Figure 2: Total download time for sequential transfer of Web pages; this data provides from experiments in the 

Chilean Web and was used as an input for the Web crawler simulator. 

 

3.2. Number of pages per connection (c) 

We have observed the log files of several Web servers during this thesis. We have found that all the Web 

crawlers used by major search engines download only one page per each connection, and do not re-use the 

HTTP connection. We considered downloading multiple pages in the same connection to reduce latency, and 

measured the impact of this technique in the quality of the scheduling. 

The protocol for keeping the connection open was introduced as the Keep-alive feature in HTTP/1.1; the 

configuration of the Apache Web server enables this feature by default and allows for a maximum of 100 
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objects downloaded per connection, with a timeout of 15 seconds between requests, so when using c > 1 in 

practice, we should also set w · 15 to prevent the server from closing the connection [10]. 

3.3. Number of simultaneous requests (r) 

All of the robots currently used by Web search engines have a high degree of parallelization, downloading 

hundreds or thousands of pages at a given time. We used r = 1 (serialization of the requests), as a base case, r = 

64 and r = 256 during the simulations, and r = 1000 during the actual crawl. 

 

IV. CONCLUSIONS 

 

As we never open more than one connection to a given Web site, r is bounded by the number of Web sites 

available for the crawler, i.e.: the number of Web sites that have unvisited pages. If this number is too small, 

we cannot make use of a high degree of parallelization and the crawler performance in terms of pages per 

second drops dramatically. The scarcity of large Web sites to download from is especially critical at the end of a 

large crawl, when we have already downloaded all the public pages from most of the Web sites. When 

downloading pages in batches, this problem can also arise by the end of a batch, so the pages should be 

carefully selected to include pages from as many Web sites as possible.  
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