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ABSTRACT 

In the modern era, the usage of the internet has increased tremendously which in 

turn has led to the evolution of large amounts of data. Cyber world has its own 

pros and cons. One of the alarming situations in web 4.0 is cyber bullying, a type 

of cyber-crime. When bullying occurs online with the aid of technology it is 

known as cyber bullying. This research paper has surveyed the work done by 30 

different researchers on cyber bullying, and elaborated on different methodologies 

adopted by them for the detection of bullying. Three types of features namely 

textual, behavioral and demographic features are extracted from the dataset as 

compared to earlier study over the same dataset where only textual features were 

considered. Textual features include certain bullying words that if exists within 

the text may lead to a true outcome for cyber bullying. Personality trait features 

are extracted for the user if it is involved once in bullying may bully in future too. 

While demographic features extracted from the dataset include age, gender and 

location. The system is evaluated through different performance measures for 

both classifiers used and the performance of the Support Vector Machine classifier 

is found better than the Bernoulli NB with overall 87.14 accuracy. 

Keywords : Cyber Bullying, Machine Learning, SVM, NLP. 

 

I. INTRODUCTION 

 

Across the globe due to the tremendous increase in 

the availability of data services, addiction of social 

media among society has increased proportionally. 

Just like other countries, India has also witnessed a 

drastic rise in cyber bullying. In this era of web 4.0 

where people live on digital and online platforms, it is 

very difficult to protect society from the alarming rise 

in cyber-crime. It has been surveyed that the major 

victims of cyberbullying are adolescents. Different 

cyber bullying attacks that are performed by attackers 

are: (1) Sending or posting hateful or abusive 

comments with an intention to harm the character of 

an individual (2) Posting an inappropriate image or 

video. (3) Creation of a false or improper website. (4) 

Issuing Online threats that cause a person to kill 

themselves or injure another person. (5) Triggering 

online religious, racial, ethnic or political hatred by 

posting hate comments. Because of the tremendous 

increase in the availability of data services around the 

world, social media addiction in society has increased 
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proportionally. It is extremely difficult to protect 

society from the alarming rise in cyber-crime in this 

era of web 4.0, where people live on digital and online 

platforms. According to surveys, adolescents are the 

most common victims of cyberbullying. The 

following are examples of cyberbullying attacks 

carried out by attackers: (1) sending or posting hateful 

or abusive comments with the intent to harm an 

individual's character (2) Posting an offensive image 

or video. (3) Creating a false or inappropriate website. 

(4) Making online threats that cause someone to kill 

themselves or injure someone else. (5) Inciting 

religious, racial, ethnic, or political hatred online 

through the posting of hateful comments or videos. 

 

II. RELATED WORK 

 

Cyberbullying is a persistent problem in Saudi schools, 

exacerbated by the advancement of digital technology 

and its pervasive presence in almost every societal 

aspect. With such technologies, it is unsurprising that 

harassment has spread to the virtual world of 

teenagers, where it is rampant. The intensity and 

outcome measures of this phenomenon have alarmed 

interested parties, but researchers who examined the 

causes and motivating factors behind cyberspace 

bullying participation are few and far between. 2 

The Theory of Planned Behavior, a well-known 

theory, was used to examine this issue (TPB). This 

study specifically looked at the effects of attitudes, 

normative beliefs, subjective norms, and perceived 

behavioral control/self-efficacy on cyberbullying 

intentions and expected societal outcomes. 1The study 

distributed 395 questionnaires to Saudi high school 

students from the ninth to the twelfth grades. The 

collected data were subjected to multiple linear 

regressions, with the results revealing that behavioral 

attitudes, social norms, perceived behavioral controls, 

social media use, a lack of parental controls, and a lack 

of regulations all had a direct effect on intentions to 

interact in cyberbullying. The findings also revealed 

that cyberbullying intentions had a direct impact on 

student academic performance. 

This study adds to our understanding of students' 

intentions toward cyberbullying and the relationship 

between the Theory of Planned (TPB) variables and 

the predictive utility model. Finally, the findings of 

this study can be used to develop prevention and 

intervention strategies, which have many 

implications for theory, practice, and policy. 

Cybercrime refers to any crime committed using the 

internet as an access medium and using an electronic 

device such as a computer or a mobile phone. The 

main factors limiting previous research in 

cyberbullying detection have been a lack of datasets, 

predators' hidden identities, and victims' privacy. 

Taking these factors into account, an effective text 

mining approach based on machine learning 

algorithms is proposed for proactively detecting 

bullying text. The dataset gathered from myspace.com 

and PervertedJustice.com was being used to assess the 

system's performance. When compared to a previous 

study on the same dataset that only considered textual 

features, three types of features are extracted from the 

dataset: textual, behavioral, and demographic features. 

Age, gender, and location are among the demographic 

features extracted from the dataset. The system is 

evaluated using various performance measures for 

both classifiers used, and the performance of the 

Support Vector Machine classifier is found to be 

better than the Bernoulli NB with an overall accuracy 

of 87.51. 

III. PROPOSED SYSTEM 

Twitter dataset may easier to extracted compared to 

other mediums such as Facebook , Instagram, and 

YouTube. Even though statistic brain. Come 

aforementioned stated that cyber bullying occurred 

most in Facebook but only data from public profiles 

could be extracted easily such as Twitter that the data 

is publicly available. The main function was to extract 

social media public data using available API. Then 

next step is to data cleaning and Pre-processing. As 

the extracted data had multilingual unstructured 
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content along with lot of emoji, it was required to 

clean the data for higher accuracy. Several supervised 

machine learning algorithms were compared to 

identify the best one. 

Frequent use SVM by researches shows that SVM is 

popular among other classifiers in supervised learning 

approach. SVM is suitable for high-skew text 

classification such as to detect cyber bullying using 

content based features. Any circumstances such as 

missing data, type of feature and computer 

performance, SVM still perform other classifier. These 

features are generally obtained by statistical analysis 

of documents (tweets or sentences): 

Bad words: 

From literature is quite evident and intuitive that 

some  “bad” words make a text a suitable candidate to 

be labeled as a possible cyber bullying sentence. As 

just done in other works, and in this work we have 

identified a list of insults and swear words (550 terms), 

collecting these terms from different online available 

sources. 

Bad words density: 

In this work we check also the density of “bad” words 

as a single feature. This features is equivalent to the 

number of bad words that appear in a sentence, for 

each severity level, divided by the words in the same 

sentence. 

Badness of a sentence: 

We also add a feature to our work in order to measure 

the overall “badness” of a text. This feature is 

computed by taking a weighted average of the “bad” 

words (weighted by a severity assigned). 

Density of upper case letters: 

This feature is based on Dadvar et al. [7] results. The 

presence of capital letters in a text message is selected 

as a feature, considering it as possible ’shouting’ at 

someone behavior, as commonly treated in social 

networks netiquette. This feature is given by the ratio 

between the number of upper case letter and the 

length (number of chars) of the whole sentence. 

Exclamations and questions marks: 

Just like capital letters, also exclamation points and 

question marks can be considered as emotional 

comments. We just stated that cyber bullying is 

related to an extreme case of sentiment analysis and 

so it can be connected to the strong (usually bad) 

emotions. With this premise, we consider helpful to 

introduce the number of exclamation points and 

question marks as a feature in our work. 

The preprocessing step is done in the following: 

- Tokenization: In this part we take the text as 

sentences or whole paragraph and then output the 

entered text as separated words in list. 

- Lowering text: This takes the list of words that got 

the out of tokenization and then lower all the letters 

Like: “THIS IS AWESOME” is going to be ‘this is 

awesome’. 

- Stop words and encoding cleaning: This is an 

essential part of the preprocessing where we clean the 

text from those stop words and encoding characters 

like ‘*’ which do not provide a meaningful 

information to the classifiers. 

 

IV. CONCLUSION 

 

In this work tries to address the issue of cyber-

bullying in Twitter platform using Machine Learning. 

Experiments were carried out with both supervised 

and unsupervised machine learning techniques. It was 

observed that identifying the right set of keywords is 

an essential step for getting better results during 

sentiment analysis Results indicate that our model 

achieves reasonable performance and could be 

usefully applied to build concrete monitoring 

applications to mitigate the heavy social problem of 

cyber bullying. 

An experimental result indicates that the SVM based 

method achieves best accuracy and the performance 

improves if user specific data can be included. Due to 

highdimensional input space, few irrelevant features 

and linearly separable nature of text dataset, SVM 

performs better than other classification algorithm for 

text classification. In future, significance of individual 
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features can be studied for further enhancement of 

the method. 
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