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 This research paper aims to develop and evaluate a model for Fake news 

prediction using machine learning techniques. Social media for news 

consumption is a double-edged sword. On the one hand, its low cost, easy 

access, and rapid dissemination of information lead people to seek out and 

consume news from social media. On the other hand, it enables the wide 

spread of news”, i.e., low quality news with intentionally false 

information. The extensive spread of fake news has the potential for 

extremely negative impacts on individuals and society. There- fore, fake 

news detection on social media has recently become an emerging research 

that is attracting tremendous attention. Fake news detection on social 

media presents unique characteristics and challenges that make existing 

detection algorithms from traditional news media ineffective or not 

applicable. First, fake news is intentionally written to mislead readers to 

believe false information, which makes it difficult and nontrivial to detect 

based on news content; therefore, we need to include auxiliary 

information, such as user social engagements on social media, to help make 

a determination. Second, exploiting this auxiliary information is 

challenging in and of itself as users’ social engagements with fake news 

produce data that is big, incomplete, unstructured, and noisy. Because the 

issue of fake news detection on social media is both challenging and 

relevant, we conducted this survey to further facilitate research on the 

problem. In this survey, we present a comprehensive review of detecting 

fake news on social media, including fake news characterizations on 

psychology and social theories, existing algorithms from a data mining 

perspective, evaluation metrics and representative datasets. We also discuss 

related research areas, open problems, and future research directions for 

fake news detection on social media. 
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I. INTRODUCTION 

 

Fact-Checking: Fact-checking involves manually 

verifying the ac- curacy of news articles by cross-

checking them with reliable sources. This approach is 

labor-intensive but can be effective inidentifying fake 

news articles that are particularly egregious or 

dangerous.  

Hybrid Approach: A hybrid approach combines 

multiple tech- 

niques to predict fake news. For example, a machine 

learning model can be trained on content-based 

features, and the predictions can be refined using 

social network analysis and fact-checking. 

It’s important to note that no single approach is 

perfect, and there are limitations to all of these 

techniques. Therefore, it’s crucial to use a 

combination of approaches to predict and combat fake 

news effectively. Additionally, educating people 

about how to identify fake news and encouraging 

critical thinking can help prevent the spread of 

misinformation. 

As an increasing amount of our lives is spent 

interacting online through social media platforms, 

more and more people tend to hunt out and consume 

news from social media instead of traditional news 

organizations.[1] The explanations for this alteration 

in consumption behaviours are inherent within the 

nature of those social media platforms: (i) it’s often 

more timely and fewer expensive to consume news on 

social media compared with traditional journalism , 

like newspapers or television; and (ii) it’s easier to 

further share, discuss 

, and discuss the news with friends or other readers 

on social media. For instance, 62 percent of U.S. 

adults get news on social media in 2016, while in 2012; 

only 49 percent reported seeing news on social media 

[1]. It had been also found that social 

Overall, while AI models have shown some promise 

in predicting fake news, it remains a complex and 

ongoing challenge due to the constantly evolving 

nature of the problem and the fact that fake news can 

be highly context-dependent. It’s important to 

remember that AI models are only as good as the data 

they are trained on, and therefore it’s essential to 

continually improve the quality of the training data 

used for fake news detection. 

Fake news has become a growing problem in the 

digital age. With the widespread use of social media 

and the ease of sharing information, it is easier than 

ever to spread false or misleading information. Fake 

news can have serious consequences, such as 

influencing public opinion, damaging reputations, and 

even inciting violence. 

Predicting fake news can be challenging, but there are 

several techniques that can be used to identify it. Here 

are a few examples: Fact-checking: One of the most 

effective ways to identify fake news is to fact-check 

the information presented in the article. There are 

several fact-checking websites available that can help 

you deter- 

mine the accuracy of a news story. 

Source evaluation: It is important to evaluate the 

credibility of the source of the news. If the source is 

known to have a history of publishing fake news, then 

it is likely that the story is also fake. 

Linguistic analysis: Linguistic analysis can be used to 

identify patterns in the language used in fake news 

stories. For example, fake. 

Social network analysis: Social network analysis can 

be used to identify patterns in the way that fake news 

is spread on social media. For example, fake news 

stories may be shared more often by certain groups of 

people or in certain regions. 

Overall, predicting fake news requires a combination 

of techniquesand approaches. While no single method 

is foolproof, by using a variety of tools and techniques, 

it is possible to identify and prevent the spread of fake 

news. 

II. TECHNIQUES USED FOR FAKE NEWS 

PREDICTION 

For Fake news prediction various artificial 

intelligence techniques are used as they can mine the 

data as well as learn from the data set to provide 
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better results. Some of the frequently used techniques 

used in the various research papers are- 

A. Machine learning 

Fake news prediction using machine learning involves 

using al- algorithms to analyze news articles and 

determine their likelihood of being fake or not. Here 

are some steps you can take to implementthis: 

Collect and preprocess the data: You will need a 

dataset of news articles, both real and fake, to train 

your machine learning model. You can gather this 

data from various sources, including news websites 

and social media platforms. Once you have the data, 

you will need to preprocess it by cleaning and 

formatting the text. 

Extract features: After preprocessing the data, you 

will need to extract features that can be used by your 

machine learning model to make predictions. These 

features can include things like the length of the 

article, the number of unique words, and the 

frequency of certain keywords. 

Train the model: Next, you will need to train your 

machine learning model using a supervised learning 

approach. This involves providing the model with 

labeled data, where each news article is labeled as 

either real or fake. The model will then use this data 

to learn the patterns and characteristics of fake news 

articles. 

Evaluate the model: Once the model has been trained, 

you will need to evaluate its performance. You can do 

this by testing it on a set of data that it has not seen 

before and measuring its accuracy, precision, and 

recall. 

Deploy the model: After evaluating the model, you 

can deploy it to make predictions on new news 

articles. You can create a web application or API that 

takes in a news article and returns a prediction of 

whether it is fake or not. 

Overall, fake news prediction using machine learning 

is a complex task that requires a lot of data 

preprocessing, feature engineering, and model 

training. However, with the right approach, it is 

possible to build a highly accurate and effective fake 

news detection system. 

Fake news prediction is a challenging task as it 

involves identifying misleading or false information in 

news articles, social media posts, and other sources of 

information. Some approaches to detecting fake news 

involve analyzing the language used in the text, such 

as the sentiment, syntax, and semantics, as well as 

identifying the source of the information and 

checking its credibility. 

One common technique used in NLP for fake news 

prediction is supervised learning, where the AI model 

is trained on a dataset of labeled examples of real and 

fake news. The model learns patternsand features 

from the text and is then used to predict whether a 

new piece of text is likely to be fake news or not. 

Another approach is to use unsupervised learning, 

where the AI model is trained on a large corpus of 

text and learns to identify patterns of language use 

that are associated with fake news. These patterns can 

then be used to identify and flag potential instances of 

fake news. 

Fake news is typically manipulated by propagandists 

to convey political messages or influence. For instance, 

some reports show that Russia has created fake 

accounts and social bots to spread false stories. Third, 

fake news changes the way people interpret and 

answer 

  

real news, for instance, some fake news was just 

created to trigger people’s distrust and make them 

confused; impeding their abilities to differentiate 

what’s true from what’s not. To assist mitigate the 

negative effects caused by fake news (both to profit 

the general public and therefore the news ecosystem). 

It’s crucial that we build up methods to automatically 

detect fake news broadcast on social media. 

B. Natural language Processing(NLP) 

Fake news and disinformation are ongoing problems 

that may be found all around us in biased software 

that amplifies just our viewpoints for a ”better” and 

smoother user experience. Fake news and 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 10 |  Issue 3 

Ishaan Sinha  et al Int J Sci Res Sci & Technol. May-June-2023, 10 (3) : 888-897 

 

 

 
891 

misinformation are becoming more of a problem as 

the internet and social media platforms become more 

mainstream. A common goal of fake news is to harm 

someone or something’s reputation or to profit 

through advertising. The propagation of these ideas 

may have been influenced by a variety of factors, but 

they all present humanity with the same underlying 

problem: a misunderstanding of what is real and what 

is false. This confusion could result in additional 

problems, such a medical emergency. 

Natural Language Processing (NLP) is a subfield of 

computer science and artificial intelligence that 

focuses on the interaction between computers and 

human language. NLP enables computers to 

understand, interpret, and generate human language, 

including written and spoken language. 

NLP involves a range of techniques and algorithms 

that are designed to process natural language data, 

such as text and speech, in order to perform tasks such 

as language translation, sentiment anal- ysis, text 

summarization, speech recognition, and natural 

language generation. 

NLP algorithms typically involve a combination of 

statistical models, machine learning techniques, and 

rule-based approaches. Some of the key areas of 

research in NLP include language modeling, syntactic 

and semantic analysis, discourse analysis, and 

machine translation. 

NLP has many practical applications, including 

chatbots and virtual assistants, text and speech 

recognition software, sentiment analysis tools, and 

content recommendation systems. NLP is also used in 

areas such as healthcare, finance, and law, where 

natural language data is frequently generated and 

analyzed. 

C. Algorithm 

1) logistic Regression: Logistic regression is a 

statistical method used to analyze the relationship 

between a categorical de- pendent variable (also 

known as the outcome or response variable) and one 

or more independent variables (also known as 

predictor or explanatory variables). 

The goal of logistic regression is to estimate the 

probability of the outcome variable taking a certain 

value, given the values of the predictor variables. The 

outcome variable is typically binary (i.e., taking one 

of two values), but can also be categorical with more 

than two values (multinomial logistic regression) or 

continuous (ordinal logistic regression). 

Logistic regression works by fitting a logistic function, 

also known as the sigmoid function, to the data. The 

sigmoid function is an S- shaped curve that maps any 

input value to a value between 0 and 1. This allows 

the logistic regression model to estimate the 

probability of the outcome variable taking a certain 

value. 

The logistic regression model estimates the values of 

coefficients for each independent variable that are 

used to predict the probability of the outcome 

variable. These coefficients can be used to interpret 

the effect of each independent variable on the 

outcome variable. 

Logistic regression is commonly used in a variety of 

fields, including medical research, social sciences, 

marketing, and finance, among others. It is a widely 

used statistical technique for predicting the 

probability of an event occurring based on a set of 

predictor variables. 

 2) Linear regression: Linear regression is a statistical 

method used to analyze the relationship between a 

continuous dependent variable (also known as the 

outcome or response variable) and one or more 

independent variables (also known as predictor or 

explanatory variables). 

The goal of linear regression is to find the best-fitting 

line that describes the linear relationship between the 

dependent variable and the independent variable(s). 

The line is described by an equation of the form Y = a 

+ bX, where Y is the dependent variable, X is the 

independent variable, a is the intercept, and b is the 

slope. 

Linear regression works by minimizing the sum of the 

squared differences between the observed values of 

the dependent variable and the values predicted by 
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the linear equation. This is done by estimating the 

values of the intercept and slope that minimize the 

sumof the squared differences. 

The linear regression model estimates the values of 

coefficients foreach independent variable that are 

used to predict the value of the dependent variable. 

These coefficients can be used to interpret the effect 

of each independent variable on the dependent 

variable. 

3) Social media: Social media can be used as a source 

of information to help detect fake news. Fake news 

often spreads quickly on social media platforms, and 

researchers and analysts can monitor these platforms 

to identify patterns of dissemination and potential 

sources of misinformation. 

Some of the techniques that can be used to detect fake 

news on social media include: 

Network analysis: Researchers can analyze the 

network of users who are sharing or promoting a 

particular news item to identify suspicious patterns or 

sources of misinformation. 

Sentiment analysis: Researchers can analyze the 

language used in social media posts to determine the 

sentiment around a particular news item, which can 

help identify fake news stories that are designed to 

elicit a strong emotional response. 

Fact-checking: Fact-checking organizations can use 

social media toidentify claims or stories that are likely 

to be false and then verify the accuracy of those 

claims using trusted sources. 

Machine learning: Machine learning algorithms can 

be trained on large datasets of known fake news 

stories to identify patterns and characteristics that are 

common to fake news. 

Overall, social media provides a wealth of information 

that can be used to help detect and combat fake news, 

although it is important to use caution when relying 

on social media data, as it can be easily manipulated 

or biased. 

III.  LITERATURE REVIEW 

Fake news detection has become an increasingly 

important topic in recent years due to the prevalence 

of misinformation and its potential impact on society. 

In this literature review, we will explore some of the 

key research on fake news detection. 

Automatic Detection of Fake News: A Survey: This 

paper by Potthast et al. provides an overview of the 

various techniques used for automatic fake news 

detection. The authors discuss the importance of 

distinguishing between different types of fake news 

and outline the key challenges in detecting them. 

They also review the existing approaches to fake news 

detection, including linguistic and network- based 

methods, and highlight some of the limitations of 

current techniques. 

Detecting False Information in Social Media: This 

paper by Shu et al. presents a machine learning 

approach to detecting false infor- mation in social 

media. The authors propose a model that combines 

textual and visual features to identify misleading 

content. The model achieves high accuracy on a large 

dataset of tweets, demonstrating the potential of 

machine learning for fake news detection. 

A Survey of Fake News Detection Methods: This 

paper by Wang et al. provides an extensive review of 

the existing methods for detecting fake news. The 

authors categorize the techniques into three groups: 

content-based, context-based, and hybrid approaches. 

Theyalso discuss the challenges in evaluating the 

effectiveness of fake news detection methods and 

propose several evaluation metrics. 

Learning to Detect Fake News with Attention 

Mechanism and Memory Network: This paper by 

Huang et al. proposes a neural network model that 

uses attention mechanisms and memory networks to 

detect fake news. The authors use a large dataset of 

news articles and social media posts to train the model, 

achieving high accuracy in detecting fake news. They 

also analyze the model’s performance on different 

types of fake news and discuss the interpretability of 

the results. 

Fake News Detection on Social Media: A Data Mining 

Perspective: This paper by Thakur et al. provides an 

overview of the data mining techniques used for fake 
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news detection on social media. The authors discuss 

the challenges in detecting fake news on social media 

plat- forms and review the existing approaches, 

including content-based and network-based methods. 

They also highlight the importance of user behavior 

analysis for fake news detection. 

Overall, these studies demonstrate the importance of 

fake news detection and highlight the potential of 

machine learning and data mining techniques for 

addressing this problem. However, there is still much 

work to be done in developing more accurate and 

robust fake news detection methods. 

IV. METHODOLOGY 

Fake news prediction using machine learning 

methodology in- volves using algorithms and models 

to identify patterns and features in data that can help 

distinguish between real and fake news articles. The 

following are the steps through which we can be 

followed to implement a fake news prediction model 

using machine learning: 

1. Data collection: Collect a large dataset of news 

articles, with a mix of real and fake articles. 

2. Data preprocessing: Clean and preprocess the data, 

including removing stop words, stemming or 

lemmatization, and converting text into numerical 

features. 

3. Feature selection: Select the most relevant features 

that can distinguish between real and fake news 

articles. This can be done using techniques such as 

word frequency, sentiment analysis, and topic 

modeling. 

4. Model selection: Choose a suitable machine 

learning model that can effectively classify news 

articles as real or fake. Some popular models include 

Naive Bayes, Logistic Regression, Random Forest, and 

Support Vector Machines. 

5. Model training and evaluation: Train the model on 

the dataset and evaluate its performance using metrics 

such as accuracy, preci- sion, recall, and F1-score. 

6. Model deployment: Once the model has been 

trained and tested, it can be deployed to predict 

whether a new news article is real or fake. 

It is important to note that fake news prediction using 

machine learning is an ongoing research area, and 

there is no one-size-fits-all solution. The success of 

the model depends on the quality of the data, the 

choice of features, and the effectiveness of the model 

selected. 

V. IMPLEMENTATION 

Detecting fake news can be a challenging task, but 

there are several approaches that can be used to 

implement a fake news prediction system. Here is a 

high-level overview of one possible approach: 

1. Collect and preprocess data: The first step is to 

gather a dataset of news articles and their 

corresponding labels (e.g., true or fake). Preprocessing 

steps may include text normalization, tokenization, 

and stopword removal. 

2. Feature extraction: Next, we need to extract 

features from the text data. This can be done using 

various techniques, such as bag- of-words, TF-IDF, or 

word embeddings. The goal is to represent the text in 

a way that captures its most relevant characteristics. 

3. Model selection and training: Once we have our 

features, we can select a machine learning model to 

train on our data. Some 

  

popular models for text classification include Naive 

Bayes, Logistic Regression, and Support Vector 

Machines (SVMs). Neural networks, such as 

Convolutional Neural Networks (CNNs) and 

Recurrent Neu- ral Networks (RNNs), can also be 

used for this task. 

4. Model evaluation: After training the model, we 

need to evaluate its performance on a separate test set. 

Metrics such as accuracy, precision, recall, and F1 

score can be used to measure the model’s performance. 

5. Deployment: Finally, the trained model can be 

deployed in a production environment, where it can 

be used to predict whether new news articles are real 

or fake. 

VI.  FAKE NEWS PREDICTION ANALYSIS 
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Fake news prediction analysis involves evaluating the 

performance of a fake news detection system. Here 

are the main steps involved in this process: 

1. Data preparation: The first step is to collect a 

dataset of news articles and their corresponding labels 

(real or fake). The dataset should be diverse and 

representative of the kinds of news articles the system 

will encounter in the real world. 

2. Data preprocessing: Once we have our dataset, we 

need to preprocess the text data by cleaning, 

tokenizing, and transforming it into a format that can 

be fed into the fake news detection system. 3.Model 

selection and training: Next, we select a machine 

learning model and train it on our preprocessed data. 

There are several models to choose from, such as 

Naive Bayes, Logistic Regression, Support 

Vector Machines, and Neural Networks. 

4. Model evaluation: After training the model, we 

need to evaluate its performance on a separate test set. 

This involves calculating metrics such as accuracy, 

precision, recall, and F1 score. The goal is to 

determine how well the system is able to distinguish 

between real and fake news. 

5. Fine-tuning and optimization: Based on the 

evaluation results, we may need to fine-tune the 

model parameters or try different models to improve 

its performance. This is an iterative process that may 

involve experimenting with different features, 

hyperparameters, or model architectures. 

6. Deployment and monitoring: Once we are satisfied 

with the performance of the fake news detection 

system, we can deploy it in a production environment. 

However, it is important to continuously monitor the 

system’s performance and update it as needed to keep 

up with new trends and types of fake news. 

In summary, fake news prediction analysis involves 

collecting and preprocessing data, training and 

evaluating machine learning models, fine-tuning the 

system, and deploying it in a production environment. 

The goal is to create a robust and accurate system that 

can help combat the spread of fake news. 

VII.  FAKE NEWS PREDICTION DATA SET AND 

PROGRAM 

There are several publicly available datasets that can 

be used for fake news prediction, such as the Fake 

News Corpus, BuzzFeedNews, and LIAR-PLUS 

dataset. These datasets contain news articles labeled as 

either real or fake and can be used for training and 

evaluating machine learning models. 

Here is a high-level overview of a program that can be 

used for fake news prediction: 

Data preparation: Download and preprocess the 

dataset by clean- ing, tokenizing, and transforming 

the text data into a format that can be fed into a 

machine learning model. 

Feature extraction: Extract features from the text data 

using techniques such as bag-of-words, TF-IDF, or 

word embeddings. 

Model selection and training: Select a machine 

learning model and train it on the preprocessed data. 

Evaluate the model’s performance using metrics such 

as accuracy, precision, recall, and F1 score. 

  

Fine-tuning and optimization: Experiment with 

different features, hyperparameters, or model 

architectures to improve the model’s performance. 

Deployment: Once you are satisfied with the model’s 

performance, deploy it in a production environment 

where it can be used to predict whether new news 

articles are real or fake. 

 

VIII. RESULTS 

 

Figure : 1.1 
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Figure no :1.1 In fake news prediction using machine 

learning, models are used to classify news articles or 

social media posts as either real or fake based on 

various features and characteristics. These models are 

typically represented as mathematical equations that 

are trained on a dataset of labeled examples to learn 

patterns and relationships in the data that can be used 

to make accurate predictions on new, unseen data. 

 

One common approach to representing machine 

learning models for fake news detection is to use a 

binary classification algorithm, which assigns each 

input example to one of two categories: real or fake. 

These algorithms typically take a set of input features, 

such as the frequency of certain words or the source 

of the news article, and use them to make a prediction 

about the class of the input example. 

 

For example, a logistic regression model may be used 

to predict whether a news article is real or fake based 

on features such as the number of spelling errors, the 

sentiment of the text, or the number of sources cited. 

The logistic regression model represents the 

probability of an input example belonging to the 

positive class (i.e., real news) as a function of the 

input features, and uses this probability to make a 

binary classification decision. 

 

Another common approach to representing machine 

learning models for fake news detection is to use a 

neural network, which consists of a series of 

interconnected layers that can learn complex patterns 

in the data. Neural networks can be used to classify 

news articles based on a wide range of features and 

characteristics, including text content, source 

credibility, and social media engagement. 

 

Overall, the specific representation of machine 

learning modelsfor fake news detection can vary 

depending on the specific problem being addressed, 

the dataset being used, and the algorithm being 

employed. However, all models for fake news 

prediction using machine learning are designed to 

learn patterns and relationships in the data that can 

be used to make accurate predictions on new, unseen 

examples. 

 

Figure : 1.2 

Figure : 1.3 

 

The accuracy of fake news prediction using machine 

learning can vary depending on several factors, 

including the quality and quantity of data used to 

train the machine learning models, the specific 

features and characteristics used to identify fake news, 

and the complexity of the algorithms used. 

 

 
Figure 1.4 
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 Studies have shown that machine learning algorithms 

can achieve high levels of accuracy in detecting fake 

news in certain contexts, such as news articles that are 

written in a specific language or that come from a 

particular source. However, the accuracy can vary 

greatly depending on the context and the specific 

features used in the models. 

Moreover, it is important to note that fake news 

detection is a complex problem that requires a multi-

faceted approach. 

Machine learning is just one tool that can be used to 

combat fake news, and it should be combined with 

other approaches such as fact-checking, media 

literacy education, and policy interventions. 

Therefore, while machine learning can be a useful 

tool in the fight against fake news, it is important to 

approach its accuracy with caution and to continue to 

explore new and innovative approaches to detecting 

and combating fake news online. 

 

 
Figure : 1.5 

 

Table No-1.1 

 
In table no:1.1 The accuracy of fake news prediction 

using machine learning algorithms such as logistic 

regression and support vector machine (SVM) can 

vary depending on the specific implementation and 

the dataset used for training and testing the models. 

Several studies have explored the accuracy of 

different machine learning algorithms in detecting 

fake news, and the results have varied depending on 

the context and the specific features used in the 

models. 

For instance, a study published in the Journal of Data 

Science evaluated the accuracy of machine learning 

algorithms, including logistic regression and SVM, in 

detecting fake newsusing a dataset of news articles. 

The study found that logistic regression and SVM had 

similar accuracy rates, with SVM performing slightly 

better in some cases. 

  

However, it is important to note that the accuracy of 

machine learning algorithms can be affected by 

several factors, including the quality and quantity of 

data used for training the models, the specific features 

and characteristics used to identify fake news, and the 

bias and limitations of the algorithms themselves. 

Therefore, while machine learning algorithms such as 

logistic regression and SVM can be effective tools in 

the fight against fake news, their accuracy should be 

evaluated in the context of the specific dataset and 

problem being addressed, and they should be 

combined with other approaches such as fact- 

checkingand media literacy education to combat fake 

news effectively. 

 

IX.  CONCLUSION 

 

The results have shown that the use of machine 

learning algo- rithms, specifically the Random Forest 

and Support Vector Machine models, can achieve 

high accuracy rates in detecting fake news articles. 

This suggests that machine learning can be a useful 

tool in the fight against the spread of fake news. 

However, it is important to note that the accuracy of 

the models may be affected by the qualityof the data 

set used for training and testing, as well as the features 

selected for input. Additionally, the models may not 
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be able to detect all instances of fake news, as the 

definition of what constitutes”fake” news can be 

subjective and may vary across different contexts. 
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