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In recent years, after the study ‘A Neural Algorithm of Artistic Style’ published 

by Gatys et al. in 2016b, research on style transfer boomed drastically. Style 

transfer is the process of copying an art style from a ‘style image’ to the 

contents of the ‘content image’ and producing a ‘draft image’ that is on par 

with respect to quality expectations. This paper explores different techniques 

of achieving style transformations namely Style Fusion and Convolutional 

Neural Networks (CNNs). Although CNNs are the state- of-the-art 

architecture to tackle cognitive visual tasks, and that they clearly perform 

much better than most conventional algorithms, the image processing-based 

style fusion method comes close to the CNN in terms of image output quality 

and supersedes in terms of time and computation and resources complexity. 

The procedure of both of these methods has been discussed in detail in this 

paper and it was concluded that CNNs have a lot more room for improvement 

that can be facilitated by the availability of better and larger datasets. 
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I. INTRODUCTION 

 
Artistic style fusion using deep learning and style 

transfer has emerged as a captivating field in computer 

vision and artificial intelligence in recent years. Style 

transfer refers to the process of 

transforming the visual appearance of an image or video 

to emulate the characteristics of a specific style or 

artistic representation. The style being copied from is 

referred to as style image and the style being copied to 

is referred to as content image. There are numerous 

techniques to achieving style transfer, deep learning 
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techniques involve the use of Convolutional Neural 

Networks (CNNs) whereas patch pattern matching can 

also be performed solely by image processing 

paradigms [1]. Style transfer has found applications in 

the entertainment industry, enabling the generation of 

stunning special effects, immersive virtual reality 

experiences, and the transformation of ordinary 

photographs into artistic masterpieces. The rise of 

popularity of image filters on applications such as 

SnapChat and Instagram has also led to growth of study 

in the field of style transfer. Researchers have been in 

pursuit of making the process less resource exhaustive 

since they now need to run on devices that do not offer 

a lot of computational resources like mobile-phones 

and smartphones while also making sure that the 

quality of style transfer remains more than satisfactory. 

Style transfer is also seen as a way to preserve dying art 

styles. Style transfer has been in the spotlight of hot 

research ever since Gatys et al. [2] first published his 

paper, “A Neural Algorithm of Artistic Style” in 2015 

stating how CNNs can be used to nail the task. There 

have also been other methods of achieving style 

transfer that have been later developed that will be 

discussed further in this paper. 

 
II. RELATED WORKS 

 
Numerous researchers and experts have conducted 

investigations into image art style transfer processing, 

each proposing unique approaches. For instance, Sun et 

al. [3] introduced a CNN architecture with two paths 

that extract object features and textures from images, 

enabling style recognition and outputting image 

categories. Lu et al. [4] addressed the limitations of 

existing deep learning models and proposed a multi-

image training model based on an improved neural 

network, enabling the extraction of multiple image 

features. Castillo et al. proposed a model for artistic 

target transfer, focusing on artistic transfer and fusion 

of individual image objects. For dynamic video style 

transfer, Ruder et al. extended 

Gatys' work by extracting artistic style from video 

images and transferring it to the entire video. 

In a study conducted by Elad and Milanfar [5], an 

alternative way to handling the style-transfer task was 

discussed that included the derivation of an analogous 

objective function for minimizing energy. They 

performed optimization in stages and patches from 

styling image were mapped onto regions in content 

image. Although when this study was conducted CNNs 

were the state-of-the-art architecture for handling 

style transfer, the method derived in this paper was 

closer in quality to CNNs but was also much faster and 

flexible. 

In another study conducted by Zhang et al. [6], 

component analysis approach was used to decompose 

the style image into 3 parts, draft, paint and edge. Then, 

only the paint and edge components were transferred 

to the content image. This method of style transfer 

preserves the content image well. 

 
III. METHODS 

 
There have been many studies that have proposed 

different techniques of tackling the task of style 

transfer. Style transfer can either be performed by 

CNNs or image processing paradigm to synthesize style 

from texture synthesis. Both the techniques have been 

discussed in detail in this paper in further sections. 

A. Image Processing and Style Fusion 

Image processing has been prevalent in many papers in 

the past years after Kwatra et al. first in 2005 published 

a paper on texture synthesis which has since then been 

expanded into style synthesis for style transformation. 

The results are similar to neural networks, but the 

speed and robustness of the algorithms are high. 

The core algorithm has 6 different steps: Style fusion, 

Patch Matching, Style Synthesis, Content Fusion, 

Color Transform, Denoising. 

1) First step, color transform: Applying color 

transform from style image to content image. The 
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transformation function from Elad’s work is a good 

minimization function. The algorithm was found to 

minimize the cost function to produce an image that 

balances style and content according to a weight mask. 
 

 
 

In this equation: 

X represents the estimated image 

C represents in content image 

S represents the style image 

𝑅𝑖𝑗𝑛 represents extraction of the i, j-th patch of size 

nxn 

𝑄𝑘𝑙𝑛 represents extraction of the k, j-th patch of size 

nxn 

W represents the weight mask 

L represents the working scale 

r and c represent regularization and normalization 

factors 

λ represents image prior statistics 

 
2) Second step, add Gaussian noise: Noise is the 

addition of a statistical variation in the image created 

from random process. Adding noise is done to allow 

patch matching. Patch matching is required to avoid 

getting repeated patterns, especially in areas having 

high uniformity. 

 

Fig. 1 – Added Gaussian Noise 

Using noise, we generate a “draft” image that does not 

contain the content rather a blurred version of it over 

which the style is applied from the style image. Style 

fusion depends upon and uses the draft image, but in 

this stage, we are not concerned about preserving the 

content. The image generated will be later used in the 

algorithm. 

3) Third step, style fusion: Style fusion uses the “draft” 

image from the second step and applies a weighted 

average in each iteration in order to maximize the style 

transferred while preserving the content. A 75% style 

fusion would convert almost every aspect of the 

content image to a style from the style image, which 

will result in a huge loss of original content from the 

content image. A 25% style fusion retains much of the 

content from the original image and applies the style 

only to the most resembling parts of the image between 

the style image and the fusion image. 

 

Fig. 2 – A comparison of 75% style fusion vs 25% style 

fusion 

4) Fourth step, patch matching: This step is all about 

extracting the areas of the style image that matches or 

closely mimics the areas from the content image. We 

do this to analyze which area of the style image can 

be mapped onto the area of the content image so that 

our style transformation is sound logically. This may 

include identifying what part of the style image can 

be blindly copied onto the content image, for instance 

the art style of sky in the style image can be blindly put 

into the content image in most cases. 

While matching patches we need to make sure that our 

style does not repetitively iterate over the content 

image since the areas close to similar patches may also 

be similar. To make sure of this, we deploy the nearest-

neighbors (NN) search in the style image. The patch 

with the lowest L2 norm is chosen from the style image 

to with respect to the content patch. 

The optimization problem can be formulated as: 
 

Skipping similar patches in close vicinity generates 

better results than when considering every possible 

patch from the image. 
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Patch matching can also be optimized by the principal 

component analysis approach by projecting every 

possible style into a smaller space before computing the 

norm. This saves a lot of memory while minimization. 

We need to keep in mind that even though a patch may 

be matching the content image, its energy contribution 

to obtaining the estimated image might be 

insubstantial, therefore a threshold for including the 

top ‘x’ number of vectors is to be included. This can be 

decided by allowing only those vectors to contribute 

whose energy contribution is above ‘y’% and all other 

vectors can be considered to carry non- critical 

information. 

After calculating the L2 norm of each patch, we add 

noise and generate draft images during run-time. The 

noise (Gaussian noise) added should be a percentage 

of the minimum L2 norm metric. 

5) Fifth step, style synthesis: This step includes 

estimating the output image using the style patches 

generated using NN in the previous step. Which means 

that each i, j patch in the output image should roughly 

match the corresponding NN style patch. We can 

iterate over re-weighted least squares as used by 

Kwatra et al. [7] in their paper published in 2005, 
 

 
 

which can be formulated as above. 

6) Sixth step, content fusion: Ensuring that the 

original image is preserved is crucial at this stage of 

the process. We can do this by either taking the 

weighted average of the areas between the estimated 

style image (draft image) and the original content 

image or each and every individual pixel. Although 

calculating the weighted average pixel-by-pixel is a 

computationally demanding process, it provides a 

much better insight on the quality of the task being 

performed by the algorithm. 

 

 

Fig. 3 - A comparison of content fusion before and 

after applying the Gaussian mask 

The foreground of the content image is isolated from 

the background of the content image by the value of 

weights assigned to them. The foreground is assigned 

a larger weight and the background is assigned a 

smaller weight in comparison. The edges also contain 

information on the separation of background and 

foreground therefore they are also assigned a large 

weight. Content fusion is then the extraction of zero- 

crossings of the Laplacian of Gaussian operations. To 

make the transition between high-content areas (areas 

with high weight) and high-style areas (areas with low 

weight) smoother, a Gaussian mask is applied to the 

image. 

The equation formulated is used to apply content 

fusion and for updating the estimate. 
 

 

7) Seventh step, color transfer: The color palette of 

the final image can be chosen to be anything desired, 

although the colors from the original style image give 

the best appeal to style transformation. We could also 

choose to keep the colors from the original content 

image and just copy the style onto the image. The 

MATLAB function ‘imhismatch’ can be used for color 

palette selection and color transformation since it 

transforms image I (input) such that the histogram of 

image J (output) matches the histogram derived from 

the style image or the content image. 

8) Denoising: The image at this stage has been heavily 

processed and needs to be reverted to close to its 

original state. This is done by running a filter that 

smooths weak edges and preserves strong ones over the 

final output image, preferably a bilateral filter. 
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Selective Gaussian Blur and Domain Transfer Filter [8] 

are some examples. 

A bilateral filter can be defined by the following 

formula: 
 

 

Where; 

Ifiltered is the filtered image 

I is the output image to be filtered 

x is the coordinated of the current pixel to be filtered 

Ω is the window centered in x 

fr is the range kernel for smoothing differences in 

intensities 

gs is the spatial kernel for smoothing differences in 

coordinates 

 
Before finishing out, we need to keep in mind that for 

a given patch size, the larger the scale, larger will be 

the extracted features. To see what works best for your 

model you will need to work from towards a fine scale 

from a rough one. We can also ease the smoothing 

process by choosing different patch sizes around the 

edges. This increases the variability in distribution of 

patch choices and refinement of details in style transfer. 

Varying these parameters gives the algorithm an array 

of options to deploy during patch matching. 

This concludes the Image Processing and Style Fusion 

method; we will now look at how CNNs can be used 

for style transfer and how they differ from the 

aforementioned method. 

B. Convolutional Neural Networks 

CNNs have been a popular choice for image related 

tasks ever since their inception, hence it is not a matter 

of surprise when they excel in the field of image 

transformations as well. CNNs are good at extracting 

features from images on their own. This property of 

CNN is leveraged to create quality images from content 

and style image. The approach to creating a CNN that 

style transforms images is rather straight forward. 

Features from content image and style image are 

extracted by the same network. These 

features are used to map an estimated output image 

called the target image. A separate loss function is used 

for both the content image and the style image called 

the content loss function and the style loss function 

respectively. The network adjusts the performance by 

updating the weights until a satisfactory target image 

has been achieved. 

1) Content loss function: This loss function is used on 

the content image only. The loss function is based on 

the input and output content characteristics of each 

class. 
 

 

2) Style loss function: Even though the formulation of 

the style loss function happens the same way as the 

formulation of the content loss function and it follows 

the same principle, calculating the style loss function is 

relatively more complicated. Gram matrices can be 

used to compare the two feature maps obtained after 

the target image and the style image have been passed 

to the CNN. A sum of the style of total loss function 

amounts to: 
 

 
 

where El is given as: 
 

Since both these loss functions work on separate 

images, an aggregation of them is required to 

synthesize the final image. For synthesizing in a 

balanced manner, we need to assign weights to the loss 

functions to avoid one dominating the other to have a 

new image that is a good representation of its content 

from the content image through a style from its style 

image. A simple weighted addition of these loss 

functions is enough to produce a synthesized loss 

function. 
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The idea behind the standard conversion model is that 

it initializes the target image as white noise then 

proceeds to match the mappings of the content and 

style image onto the target image. It corrects the loss 

function until the noisy image correctly translates to 

the target image. This is generally a slow and time- 

consuming process and many studies involving deep 

learning and CNN architecture have since found better 

and more efficient ways of tackling the task. 

 
IV. CONCLUSION 

The task of style transferring has gained popularity 

among researchers in the past few years. Many 

different techniques of achieving good quality images 

have been formulated. This paper explored two such 

techniques. CNNs have been excelling in the field of 

computer vision but we also saw how a more image 

processing-based approach can be used for tackling the 

same task with much the same efficiency. CNNs with 

their robustness and their virtue of extracting features 

on their own can be improved to a state much better 

than its current form with the availability of better and 

larger datasets. CNNs have also been known for 

reducing the execution time by huge margins that set 

up new benchmarks that serves as the next level to beat 

for future image style transfer research. Current CNN 

models can be improved to parallelly convert more 

artwork styles in a single transformation session or the 

flexibility to adjust the degree of transformation. 
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