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 Earthquake Early Warning (EEW) system may be a period of time 

earthquake harm mitigation system. It detects, analyzes and transmits 

information of the next upcoming event at the potential user sites. An 

endeavor has been created to develop a multi parameter-based EEW 

formula for correct and reliable supplying of EEW. The planned formula 

depends on a convolutional neural network (CNN) Algorithm that has the 

flexibility to extract vital options from waveforms that enabled the 

classifier to succeed in a strong performance within the needed earthquake 

parameters. Victimization of K-Mean formula to analyzing unstable 

datasets in conjunction with mental image for deciphering the results. 

With the advancement In machine learning and deep learning, it's 

attainable to extract helpful information and train models on massive 

datasets. we are able to predict the earthquakes supported that location’s 

knowledge and therefore the knowledge of larger area’s. Magnitude 

determination of earthquakes may be a obligatory step before An 

earthquake early warning (EEW) system sends an Alarm and therefore the 

foremost step includes classification of the Hyper parameters: location, 

magnitude, depth, and origin time of earthquake. 
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I. INTRODUCTION 

 

One of the foremost frightening and destructive 

phenomena ofnature is a severe earthquake and its  

terrible after effects.[1] An earthquake could also be a 

sudden movement of the globe, caused by the abrupt 

release of strain that has accumulated overa 

protracted time. For hundreds of immeasurable years, 

theforces of morphology have shaped the planet 

because the largeplates that form the surface slowly 
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move, under, and past eachother.[2] Sometimes the 

movement is gradual. At other times,the plates are 

locked together, unable to release the accumulating 

energy. When the accumulated energy grows strong 

enough, the plates become independent from. If the 

earthquake occurs during a very region, it's visiting 

cause many deaths and injuries and extensive 

property damage . 

The sudden release of energy during an earthquake 

causes low frequency sound waves called seismic 

waves to propagate through the earth’s crust or along 

its surface[3]. A tsunami is additionally shaped that 

causes flood on coastal areas. These events occur along 

with volcanic activity, leading to even plenty of 

potential danger. Severe earthquake in a very densely 

populated area may have catastrophic effects causing 

the death of hundreds of people, injuries, destruction 

and large damage to economies of the affected area . A 

deep learning technique is presently one of the 

leading techniques within the sphere of machine 

learning [5] and is recently employed within the 

sector of geophysics. Contrary to most of the machine 

learning approaches, deep learning wouldn’t like 

preprocessing of the computer file because it deals 

with the data. It is a nonlinear technique that 

decomposes information input file| computer file} into 

multiple process layers representing knowledge with 

multiple levels of abstraction and incorporates an 

even bigger ability to extract vital options from the 

unlabelled data [6]. Deep learning has been projected 

for earthquake detection,  seismal knowledge 

inversion , and lithology prediction On the window 

dimension, during which P-wave arrival and 

magnitude unit of measurement calculable. Several 

researchers have tried to use the short-window 

analysis like , wherever a 1-s window is employed to 

discriminate between the way and shut to sources. 

Since employing a protracted window causes the 

blind zone to be larger, then short-window analysis is 

required so on realize longer for taking the specified 

precautions before the arrival of sturdy waves. though 

the accuracy of shrewd the magnitude decreases once 

employing a brief window as mentioned by Wu and 

Zhao [12], this less correct magnitude is enough to 

send the alarm signal of theEEW systems. The 

primary result of this study is the classification of the 

earthquake hyper parameters (location, magnitude, 

depth, and time of origin) using a convolutional 

neural network (CNN) that uses just an 8-second 

waveform from three stations and ends two s after the 

most recent P-wave point in time [14].The predicted 

regulation is designed to be applied intermittently to 

the EEW system because of its  quick call, adaptability, 

and robust performance. It borrows the events of 1970 

and places them around the Tohoku Great Earthquake 

of March 11, 2011.The dataset utilised was gathered 

from almost every country in the world between 1965 

and 2016. 

 

II. RELATED WORK 

 

This system offers advantage of reduced size and 

power consumption [5]. This system consists of 

accelerometer sensor for sensing seismic signal. This 

system is capable of saving the data’s in the memory 

which can be used for further analysis. A cost 

effective, small size seismic data acquisition system is 

suggested [6]. The real time interactions of events 

such as earthquakes in twitter and an algorithm is 

proposed to monitor tweets and to detect target event. 

This system detects earthquake and send e-mails to 

the registered users [7]. A host- agent based structure 

to control standby power of consumer electronics 

effectively. Host manages the entire system while the 

agent steer activator according to the command 

received from the host. It prevents human’s life from 

earthquake disaster [8]. A novel and general 

architecture for an early monitoring system. It also 

describes the implementation of this architecture or 

real scenario. It users twitter as source of information 

for the detection of earthquakes [9]. A measure of the 

trade-off between the warning time and the shaking 

intensity. A number of strong earthquake scenarios, 
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together with anticipated shaking intensities at 

important targets, namely cities with high populations, 

are considered. The scenarios demonstrated in 

probabilistic terms how the alarm effectiveness varies 

depending on the target distance from the epicenter 

and event magnitude [10]. The Indian Ocean Tsunami 

Warning and mitigation System (IOTWS) which is 

rapidly established after the Indian Ocean Tsunami of 

2004. One of the major elements of the IOTWS is the 

concept of a Regional Tsunami Service Provider 

(RTSP).  

An RTSP is a centre that provides an advisory tsunami 

forecast service to one or more National Tsunami 

Warning Centers (NTWC) [11]. The use of wavelet 

transform (WT) as the common processing tool for 

earthquake’s rapid magnitude determination and 

epicentral estimation. The goal is to use the same set 

of wavelet coefficients that characterize the 

seismogram (and especially its P-wave portion) to use 

one technique (WT) for double use (magnitude and 

location estimation) [12]. The establishment, 

development and management process of this early 

warning system, with particular emphasis on tsunami 

hazards. 

 

III.  PROPOSED SYSTEM 

 

The data that we are using came from an experiment 

that was conducted on rock during a very double 

direct shear geometry which was subjected to bi-axial 

packing, in classic laboratory earthquake model. Two 

fault gouge layers were sheared simultaneously while 

plagued to a relentless normal load and a mentioned 

shear velocity. 

 
Fig 1: earthquake model 

The laboratory faults fail in repetitive cycles of stick 

and slip that is meant to mimic the cycle of loading 

and failure on tectonic faults. While the experiment is 

considerably simplified than a fault on Earth, it shares 

certain physical characteristics, whose similarity, just 

cannot be ignored. 

 
Fig 2: fault on Earth 

When we take small section of repetitive cycle of 

stick and zoomed it, we got the variance of stress 

versus time. As shown below: 

 
Fig3: Prediction of laboratory earthquake 

In case of quasi-periodic laboratory seismic cycles, the 

prediction of laboratory earthquake from continuous 

seismic data is possible. 
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IV.  RESULTS AND ANALYSIS 

It is impossible to plot graph of every data that we 

have collected. That’s why we have decided to shows 

only one of the total data. The acoustic data shows 

very complex oscillations with variable amplitude. On 

plotting both the data i.e. Time to failure and total 

Acoustic Data on a single plot, we have, 

 
Fig:4 Total Acoustic Data, plotted against time 

Just before each failure there's an amplitude rise in 

the acoustic data. We also see that numerous 

amplitudes have been observed in different moments 

in time (for e.g. about the mid-time between two 

consecutive failures). We plot similarly the primary 1% 

i.e. the first 1 % of the data to get a zoomed view. 

 
Fig 5; Acoustic data and time to failure 1% sampled 

data 

On this zoomed-in-time plot, we are able to see that 

really the massive oscillation before the failure isn't 

quite within the last moment. There are a chain of 

high frequency oscillations before the big one, and 

also some low amplitude peaks following it. This is 

again followed by some minor oscillations before the 

occurrence of failure. This pattern is observed almost 

throughout the data and guides us to our hypothesis, 

and we performed feature engineering and model to 

test the same. 

 
Fig 6: First 1% of Acoustic Data (Red) and Time to 

failure (Blue) against time 

V. CONCLUSION AND FUTURE WORK 

In this paper I have discussed various methods to 

detect an early earthquake warning  system. 

According to the literature survey, the data 

acquisition systems already available are costly, large 

in size and cannot be modified or altered. So these 

systems are difficult to maintain and not compatible 

with other system. Use of MEMS sensor reduces the 

cost and size. The data is stored in the memory which 

can be analyzed the seismic signals. There are many 

approaches for measurement and visualization of 

vibration signals. 

The high speed and more precise sensors are used to 

design a vibration instrumentation system. It is used 

to improve the hardware speed and memory. This is 

important to speed up the earthquake detection 

process. In order for the algorithm to run efficiently, a 

better and faster approach for symbolization method 
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will be needed. One of the bottlenecks in our 

experiment is the mapping of features cluster to its 

corresponding character which is left for future work. 
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