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Fast implementations based on approximation technology have 

revolutionized the field of circuit design, enabling the development of high-

performance and fault-tolerant circuits. However, this increased 

performance often comes at the cost of reduced accuracy, which may not be 

critical for many applications. They are notably required in a variety of 

settings since these methods also attempt to reduce system complexity, 

latency, and power consumption.In order to reduce size, latency, and power 

consumption while retaining a same level of accuracy, the aim of this project 

is to create and test an approximation compressor. In comparison to a precise 

4:2 compressor, the suggested 4:2 compressor approximation has a noticeably 

smaller footprint, less power loss, and lower latency. Dadda multipliers in 8-

bit and 16-bit can be easily produced with these upgraded compressors.These 

Dadda multipliers, constructed with the improved compressors, offer a 

similar level of precision as modern approximation multipliers. With no 

reduction in computation accuracy, this results in an improvement in total 

performance. 
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I. INTRODUCTION 

 

Approximate computing is a recent innovation in 

digital architecture that does away with the necessity 

for precise computation while significantly improving 

power, speed, and space utilisation. This approach has 

grown more crucial for embedded and mobile systems 

that have to function within strict energy and speed 

constraints. Among the error-tolerant applications 

that could benefit from approximation computing are 

deep learning algorithms, data collecting and 

identification systems, and image processors. These 

are just a few examples of the wide range of domains 

that can benefit from this technology.Within 
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microchips, digital signal processing, and embedded 

devices, multipliers play a critical role, supporting 

various tasks such as filtration and convolutional 

layers. However, due to their intricate logical 

structure, multipliers stand out as one of the most 

energy-intensive digital components. To address this 

challenge, approximate computing techniques can be 

applied to reduce the energy consumption of 

multipliers. By striking a balance between accuracy 

and performance, designers can optimize the design of 

multipliers for specific application requirements. This 

approach enables more efficient energy usage and 

enhances overall system efficiency. Consequently, the 

development of approximation multipliers has 

emerged as a prominent focus in recent research. A 

multiplier's primary building blocks are products that 

are partially created, partially reduced, and carry-

propagate addition. These blocks can be utilised with 

a variety of approximation techniques. utilising the 

appropriate correction functions, the truncation error 

can be decreased when utilising the tried-and-true 

partial product truncation strategy, which prevents 

the generation of some partial products. Insofar as 

possible, this method allows for the decrease of 

computing complexity without compromising the 

accuracy of the results. Computing system design now 

places a high priority on energy efficiency. With the 

increasing integration and mobility of computer 

systems, computational tasks have expanded to 

include image processing. In applications such as data 

mining, distinguishing between a satisfactory search 

result and the top result can be challenging. Therefore, 

these applications often incorporate a level of 

tolerance for imprecision. This means that the system 

can handle approximate or slightly inaccurate results 

without significantly impacting the overall 

performance or user experience. 

 

The tolerance for measurement errors can be 

attributed to various factors, including: 

1. Human visual constraints: The human cortex has 

the ability to compensate for missing information and 

filter out high-frequency patterns, enabling a certain 

level of error tolerance in visual perception. 

2. Data redundancy in input: The presence of 

redundant data in the input allows for a lossy system 

to be viable and acceptable, as the inherent 

redundancy provides a buffer against errors. 

3. Noisy or unwanted input data: In real-world 

scenarios, input data often contains unwanted noise 

or irrelevant information. Tolerating these 

imperfections allows for practical and robust 

operation. 

 

The main objective of this presentation is to evaluate 

novel advancements and significant improvements in 

estimation technology, also known as approximate 

computation (AC). These advancements are driven by 

the objective of improving the accuracy and efficiency 

of estimation processes, while considering the 

inherent tolerance for measurement errors. By 

leveraging approximate computation techniques, the 

presentation delves into how these advancements 

contribute to the field of estimation and its diverse 

applications. This area of study encompasses a wide 

range of research projects, ranging from studies of 

complex transistor operation to those on 

programming languages. These various initiatives all 

have the same goal in mind: to figure out ways to 

balance energy usage and output accuracy in 

computing systems. This endeavour recognises that 

traditional Dennard's scaling has diminishing results 

as technology develops. Consequently, the utilization 

of approximate computing to leverage the emerging 

opportunities for enhanced energy efficiency has 

gained significant importance. These advancements 

offer a promising opportunity to enhance the 

efficiency and effectiveness of computing systems, 

paving the way for sustainable and optimized 

performance in various domains. Big data processing 

and artificial intelligence are becoming more and 

more important, and this has increased the demand 

for effective and high-performing computing engines. 

Large amounts of data and complicated calculations 
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are what are mostly responsible for this. Energy-

efficient solutions must be used, including both 

general-purpose compute engines and integrated 

circuits designed specifically for certain applications, 

to speed the development of these technologies. 

However, it should be noted that in certain 

applications, exact or high-precision computing is not 

always necessary. Minor errors or inaccuracies are 

typically acceptable as long as they don't significantly 

alter the computation's outcomes or cancel each other 

out. This realisation has led to the emergence of 

approximation computing (AC) as a cutting-edge 

technique for developing systems that consume less 

energy and function more effectively overall without 

sacrificing accuracy. Computer systems can balance 

energy performance and effectiveness by using 

approximation methodologies, allowing for faster 

processing and reduced power consumption without 

compromising the overall quality of results. This 

advancement in approximation computing opens up 

new possibilities for efficient and effective computing 

system design in the era of big data and artificial 

intelligence. As approximation computing has grown 

in popularity, a new paradigm for circuit and system 

design has emerged, offering an appealing balance 

between high performance and energy efficiency. It 

has become crucial to understand the right design and 

approximation approaches adapted for certain 

applications in light of the abundance of proposed 

approximate arithmetic circuits. With such 

knowledge, performance and energy economy may be 

optimised while precision loss is kept to a 

minimum.This paper's goal is to provide a thorough 

review and comparative analysis of recently created 

approximation arithmetic circuits that take a variety 

of design limitations into account. With a priority on 

efficiency gains and size reductions, the main focus is 

on the synthesis and assessment of approximation 

integrators/summators, multipliers, and divisions. The 

research also examines the defect and circuitry traits 

that these approximation circuits display across a 

variety of design classes. This comprehensive analysis 

provides valuable insights into the strengths and 

limitations of various designs, offering a broader 

understanding of their attributes on a larger scale. By 

conducting this comprehensive analysis, the paper 

seeks to make a significant contribution to the 

progress of approximate computing. It offers valuable 

insights into the performance and trade-offs linked 

with different approximation arithmetic circuits. In 

simple calculations like the sum of products, it has 

been discovered that circuits with reduced error rates 

or biases perform exceptionally well. These circuits 

are, however, susceptible to single-sided errors that 

induce significant error biases in the calculated results 

for more difficult accumulative calculations involving 

many matrix multiplications and convolutions. 

Multiplication errors are less sensitive in these 

intricate calculations than addition errors. As a result, 

multipliers can withstand more approximation than 

adders. In a variety of applications, using 

approximation arithmetic circuits gives significant 

benefits in terms of performance and power 

consumption. Incorporating these circuits can also 

improve the accuracy of deep learning and image 

processing applications. Approximation arithmetic 

circuits are essential assets in improving the overall 

quality of these sophisticated computational domains 

due to their exceptional capacity to balance 

computational correctness and efficiency. The 

overhead on a processor's calculation units may be 

reduced by using approximation techniques, leading 

to increased speed and effectiveness. In systems where 

operational speed is critical and inversely related to 

system delay, the necessity for extensive parallel 

processes can lead to significant hardware and energy 

consumption. The capacity to achieve energy and 

space-efficient solutions, however, by striking a 

balance between precision and reliability, is made 

possible by incorporating approximation approaches. 

This method facilitates the trade-off between 

accuracy and resource use, leading to more effective 

and efficient system designs. In order to achieve a 

harmonious balance between latency, space 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 10 |  Issue 5 

Sanga Ramya et al Int J Sci Res Sci & Technol. September-October-2023, 10 (5) : 99-107 

 

 

 
102 

occupancy, and energy consumption, the idea of 

approximation has gained recognition as a highly 

advised strategy. It is possible to create quicker 

systems with less complex designs and lower power 

consumption by using approximated arithmetic 

operations. With this method, system performance 

may be optimised while also addressing issues with 

energy efficiency and space needs. By accepting 

approximation, a comprehensive solution is produced 

that gives improved performance without sacrificing 

storage capacity or energy effectiveness. 

 

II.   EARLIER WORK 

 

In the domains of AI and DSP techniques, 

multiplication plays a pivotal role and has a profound 

impact on efficiency. These tasks frequently entail 

high-performance parallel operations with minimal 

error, thereby demanding the development of 

sophisticated multiplier topologies to enhance overall 

performance. By integrating estimation techniques 

into multipliers, it becomes feasible to conduct swift 

and efficient analyses while reducing computational 

effort, time, and improving power efficiency, all while 

ensuring optimal reliability. This integration of 

estimation techniques enables the achievement of 

efficient and reliable multiplication operations, 

critical for the success of AI and DSP applications. 

However, it is important to note that adder structures 

introduce delay time, and the process of partial 

product addition within multiplication can have a 

detrimental effect on overall delay. The efficiency of 

multiplication operations must therefore be 

maximised by addressing and minimising the delay 

caused by partial product addition. The propagation 

delay time in calculation is significantly decreased 

using compressors. The cumulative value and 

generated carry are assessed by compressors at each 

stage. The next phases then combine this carry with a 

little bit more significance. Iteratively repeating this 

process results in the desired result being attained in 

the end.By incorporating estimation techniques in the 

multiplication procedure, it becomes possible to 

achieve fast computation while minimizing the 

hardware architecture requirements, computational 

latency, and power consumption. These 

advancements enable efficient and optimized 

multiplication operations while maintaining an 

acceptable level of accuracy. Within the 

multiplication process, the partial product summation 

step is notable for its significant computation delay, 

primarily caused by the propagation latency of adder 

networks. To address this delay, compressors are 

employed to reduce the overall propagation delay. At 

each level, compressors carry out computations to 

determine the sum and carry values. The resulting 

carry is then combined with a more significant bit in 

the subsequent stage. This iterative process persists 

until the desired multiplication outcome is attained. 

By employing compressors and their iterative 

computations, the delay in partial product summation 

can be mitigated, leading to more efficient and 

accelerated multiplication operations. 

 

CONVENTIONAL 4:2 COMPRESSOR: 

An exact 4:2 compressor with five inputs and three 

outputs and two cascaded full adders is shown in 

Figure 1 as well as its general topology. The A1, A2, 

A3, A4, and CIN inputs go into the exact 4:2 

compressor, and the COUT, CARRY, and SUM 

outputs come out.  
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Fig.1: conventional 4 bit compressor design 

 
Fig.2 : cascading of two compressors 

 

Figure 2 depicts a compressor chain. The input carry 

from the previous 4: 2 compressor that handled the 

lower significant bits is represented by CIN. 

 

This study introduces two estimated compressors for 

analysis. Figure 3 showcases the design of a 4:2 

approximation compressor, specifically developed to 

enable high-speed operation and efficient area 

utilization. The inputs of the compressor are labeled 

as v1, v2, v3, and v4. The resulting outputs of the 

compressor are denoted as ca, representing the carry, 

and su, signifying the sum generated by the 

compressor. An approach called mux design was used 

by specialists to create su. The MUX's control signal is 

coupled with the output of the XOR logic circuit. The 

selection is made when the choosing line is high 

(v3v4) and when it is low (v3 + v4). To put su and ca 

into practise, utilise the following set of logical 

formulations. 

Fig.3 : area-efficient 4:2 compressor 

 

su = (v1 v2)v3v4 + (v1 v2)(v3 + v4) (1) 

ca = v1+v2 (2) 

A1, A2, A3, and A4 in this case are v1, v2, v3, and v4, 

and the sum is su and the carry is ca. The input 

numbers 0011, 0100, 1000, and 1111 have the error 

appended, Using ED = 1, make sure that both positive 

and negative deviations are created. Use of the 

proposed 4: 2 compressor's truth table (Table 1) is 

required. 

Table.1 : Truth table of area efficient 4:2 compressor

 

This paper provides an alternate multiplier 

architecture that uses more than three layers of 

cascaded compressors to maximise hardware 

efficiency. The suggested architecture uses a 

compressor topology that is both high-performing and 

space-efficient and calls for XOR, AND, two OR 

logical gates, and a MUX. OR and AND gates typically 

use six CMOS-based transistors each. This study 

suggests a redesigned design that makes use of NAND 

and NOR gates to increase the transistor count 

efficiency, as shown in Figure 4. By adopting these 

alternative gates, the number of transistors is reduced. 
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It should be noted that while the modified design may 

yield different SUM and CARRY outputs compared to 

the suggested 4:2 compressor architecture, this 

discrepancy can be resolved by cascading the 

compressors in multiples of 2.

 
 Fig.4 The suggested improved Dual-stage 4: 2 

compressors basic building block. 

 

By approximating the 4: 2 compressor, the output 

count can be reduced to two. To approximate the 

outcome, COUT is removed. When the input 

combination is 1111, an error occurs. The CARRY 

and SUM are both set to 11 when the input bits are 

1111, resulting in a one-bit error. 

 

III.    PROPOSED WORK 

 

Numerous computing applications, including image 

processing, scientific computations, and computer 

graphics, are increasingly using high-speed 

multipliers. The calculation of partial product outputs, 

the reduction process to reduce the partial products, 

and the final addition of the two resulting rows of 

products using a general adder like RCA (Ripple Carry 

Adder) or PPA (Parallel Prefix Adder) are the three 

main layers that make up the architectural design of 

multiplication. The partial product reduction (PPR) 

process, one of these stages, is responsible for a 

sizeable fraction of the multiplier's overhead in terms 

of time, energy, and space. Compressors are 

frequently used to produce partial products in order 

to decrease delay and improve performance. By 

incorporating compressors into the design, the delay 

is minimized, resulting in improved overall 

performance and efficiency.

 
Fig: 5 new design for approximate compressor. 

The construction of an 8-bit and a 16-bit Dadda 

multiplier is being used to analyse compressors at the 

moment. An 8-bit Dadda multiplier, which is faster 

and more accurate than the current multiplier, is 

shown in the accompanying diagram. Superior 

performance and increased precision are displayed by 

the suggested multiplier..

 
Fig.6: approx. multiplier for 8 x 8 bit 

 

Integrating the suggested compressors with an 

already-existing compressor that is exactly the same 

compressor is how the 16-bit Dadda multiplier is built. 

In comparison to the multiplier's present architecture, 

this combination results in a modest gain in accuracy. 

Additionally, the multiplier's performance is 

improved when the suggested compressor 

architecture is used, adding to the multiplier's total 

efficacy. 
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Below is a diagram illustrating the design of the 

multiplier using the suggested 4:2 compressor: 

 

 
Fig: 7 proposed 4: 2 compressors used in 16 × 16 

multiplier. 

 

IV. EXPERIMENTAL RESULTS 

 

 
Fig.8: RTL Schematic of FFT 

 

Figure 8 shows RTL block level schematic of the 

implemented design. RTL refers to register transfer 

level. This is the schematic produced by the tool 

based on the code designed by the user as per the top 

module of the circuit. 

 
Fig.9 Technology schematic of 16 bit approx. 

multiplier 

The implemented design is shown in a technology 

schematic in Figure 9. This is the schematic that the 

tool generates based on the optimisation of user-

designed code in accordance with the top module of 

the circuit, which converts the entire code into LUT 

blocks and forms a technology schematic. The type of 

FPGA device that is used in the schematic varies 

depending on the project creation method that was 

chosen in the synthesis tool. 

 

 
Fig.10: Simulation results for 16 bit approx. multiplier 

 

The simulation of waveforms for a design that was put 

into practise using a test bench is shown in Figure 10. 

In this, we observe that the proposed compressor is 

used to reduce partial products in the multiplication 

process based on the input signals and, for each set of 

input values, the output values are formed, which are 

the approximate outcomes. 

 

 AREA 

(LUT’s) 

DELAY 

(ns) 

POWER(

W) 

proposed4:2 

COMP 

 

2 

 

6.23 

 

0.034 

4:2 HIGH 

SPEED 

 

2 

 

6.23 

 

0.034 
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4:2 

DUALSTAGE 

COMP 

 

2 

 

6.23 

 

0.034 

 8BIT DUAL 

STAGE COMP 

 

98 

 

11.98 

 

0.034 

8 BIT 

MULTIPLIER 

USING HIGH 

SPEED COMP 

 

 

95 

 

 

12.12 

 

 

0.034 

proposed 8 BIT 

MULTIPLIER 

USING DUAL 

STAGE COMP 

 

 

111 

 

 

10.62 

 

 

0.034 

16BIT 

MULTIPLIER 

 

524 

 

44.8 

 

0.034 

16BIT 

MULTIPLIER 

proposed 

 

558 

 

42.3 

 

0.034 

 

Table2: comparison between Existing and Proposed 

methods. 

 

Table 2 compares the performance metrics of the 

high-speed, dual-stage multipliers used in existing 

multipliers (Existing) with the proposed multipliers 

(Proposed) employing the innovative compressor. 

Performance metrics compared include Area and 

Delay. The analysis clearly demonstrates that the 

proposed strategy, by using a cutting-edge compressor 

methodology, greatly shortens the calculation period. 

A trade-off between the area overhead and 

computational delay in the 8-bit and 16-bit 

multiplication algorithms is achieved by combining 

the already-existing compressors with the recently 

introduced creative compressors. These results 

confirm our assertion that the proposed strategy 

improves the multipliers' efficiency by reducing both 

the area and computation time requirements. 

 

V. CONCLUSION 

 

In this article, a novel multiplier design based on 

compressors is presented and implemented. The 

proposed design exhibits faster speed and higher 

accuracy compared to traditional compressors. To 

validate the performance of the proposed design, an 

8x8 and 16x16 Dadda multiplier were utilized. The 

output waveforms of the multiplier demonstrate 

superior performance and accuracy when compared 

to existing approximate multiplier designs. In the 

future, by carefully considering various factors and 

establishing a tradeoff, even better outcomes can be 

achieved. 
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