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 The diabetic retinopathy (DR) is one of prominent reason of visual 

impairment among the people around the globe suffers from 

diabetes. Early and timely diagnosis of this problem can minimise 

the risk of proliferated diabetic retinopathy.  Diabetes is caused by 

persistently high blood glucose levels, which leads to blood vessel 

aggravations and vision loss. Therefore, it becomes important to 

classify DR stages. An automated system for this purpose contains 

several phases like identification and classification of DR stages in 

fundus images. Deep learning techniques based on extraction of 

features and automatic extraction of features with a hybrid network 

have been presented for diabetic retinopathy detection. This method 

effectively identify diabetic retinopathy identification from the chest 

region by using the 3D Dual-Domain Attention Approach. The dual-

domain attention module propised learns local and global 

information in spatial and context domains from encoding feature 

maps in Unet. Our attention module generates refined feature maps 

from the enlarged reception field at every stage by attention 

mechanisms and residual learning to focus on complex tumor 

regions. Experimental results show that the proposed network can 

identify the DR stages with high accuracy. The proposed method 

attains an F1-score of 91.34%, precision of 92.34%, accuracy of 

98.65%, on the healthy retina, stage 1, stage 2, and stage 3 fundus 

images. Compared with other models, our proposed network 

achieves comparable performance. 
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I. INTRODUCTION 

 

Diabetes is caused by an accumulation of glucose in 

the bloodstream [1].  International Diabetes 

Federation (IDF) have assessed that worldwide 451 

million people suffers with diabetes in 2017 and they 

estimated that it increase to 693 million by 2045 [2]. 

Diabetes can lead to risky complications like a 

coronary episode, issues with neuropathy and 

nephropathy, loss of eyesight, teeth bleeding, nerve 

failure, lower limb seizure, stroke, heart failure, and 

so on [3].  Diabetic neuropathy is caused by the 

destruction of kidney nephrons, while diabetic 

retinopathy is caused by the injury in the brain 

neurons, which leads to retinal infection and can 

progressively impair eyesight at an early stage [4]. 

Optical coherence tomography, fundus fluorescein 

angiography, slit lamp biomicroscopy, and fundus 

imaging are some of the methods used to identify the 

afflicted eye [5]. The maximum increase in glucose 

level has a significant impact on blood vessels, causing 

seeping of blood from the eyes and weakening of the 

human visual system [6]. When the brain recognizes 

blood leaking, it stimulates the surrounding tissues to 

deal with the situation. As a result, it causes the 

sporadic formation of new blood vessels, but the 

resulting cells are anemic [7].  

Retinal fundus image analysis is a helpful medical 

processing operation. Ophthalmologists can employ 

retinal blood vessel segmentation to help them 

diagnose a variety of eye problems [8]. Early 

prediction of DR can play a significant role in 

preventing vision loss. Further, the structural change 

as a result of the vascular system may provide physical 

signs for the disease; hence, medical specialists advise 

patients to receive annual retinal screening tests 

utilizing dilated eye exams [9]. Interestingly, these 

retina scans might be used to detect diabetes, 

although this would necessitate ophthalmologists’ 

general judgment, which could take time.  

 

Deep Learning techniques have demonstrated 

superior performance in the identification of DR, 

with a high level of accuracy which distinguishes 

them from other models. Undoubtedly, DL can 

uncover hidden elements in images that medical 

specialists would never see. Due to its capability in 

feature extraction and training in discriminating 

between multi-classes, the convolutional neural 

network (CNN) is the most commonly used DL 

approach in the medical system. On several medical 

datasets, the transfer learning (TL) approach has also 

made it easier to retrain deep neural networks quickly 

and reliably. The purpose of this research is to 

evaluate the effectiveness of hybrid neural network 

models for identification of DR which aids in the 

reduction of vision loss caused by DR and reduces the 

stress and time-consumption of ophthalmologists.  

 

The remaining section of this article is outlined in the 

following manner: Section 2 discusses the related 

work of DR algorithms; Section 3 explains the method 

behind our suggested approach; Section 4 presents the 

experimental outcomes and model evaluation. Section 

5 presents the discussion of our study; and lastly, a 

conclusion is written in Section 6. 

 

II.  LITERATURE REVIEW 

 

Diabetic retinopathy is the most noticeable problem 

in diabetic patients which leads to loss of vision 

which can be avoided if the problem is identified and 

treated at a prior stage. When the problem has been 

diagnosed, the patient must be checked at regular 

intervals to know the advancement of the ailment 

[10]. An efficient mechanism for detecting the 

problem based on the patient’s reports will be useful 

for the ophthalmologist to avoid the loss of vision due 

to diabetes. Researchers have designed various 

algorithms for the investigation of scan reports 

thereby to do the exact diagnosis of diabetic 

retinopathy [12-14] The human eye consists of optic 

nerves and discs. So the eye images are to be 
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segmented into parts for identification and 

categorization of DR. It can also be possible by 

inspecting the fundus images for the existence of 

hemorrhages, injuries, smaller scale aneurysms, 

exudates, and so forth. Deep learning plays a vital role 

in making the scenarios smart, i.e., making the 

environment smart with automation and making the 

medical domain also as smart with automated disease 

detection [15]. 

 

In the recent decade, number of automated systems 

have been created for the diagnosis of diabetic 

retinopathy [16,17]. Hence, the majorities of the 

researchers concentrated on automatically identify 

and categorize the lesions. In the paper [18], the 

author’s Shahin et al. built up a framework to 

automatically categorize retinal fundus pictures as 

having and not having diabetic retinopathy. The 

authors considered morphological dispensation to 

retrieve necessary features like the area of the blood 

vessels and exudates region along with entropy and 

homogeneity indexes.  

 

Kumar et al. [19] have presented an improved 

methodology for haemorrhage recognition and micro 

aneurysms that contributed to the improvement 

when compared to the existed methodology for 

identification of DR. In the methodology, an 

upgraded segmentation strategy was introduced for 

separating the blood veins and optic disc. 

Consequently, the task of classification was done 

based on a neural network system that was trained by 

considering the features of micro aneurysms [20]. 

Toward the end, the results have exhibited the 

advancement of the considered methodology with 

accuracy as the performance measure. 

 

An algorithm for automatic identification which 

comprises of majorly two sections: the top-down 

approach to divide the exudates region and a 

coordinate system focused at the fovea to review the 

seriousness of rigid exudates. Casanova et al., in the 

paper [21] presented an algorithm based on random 

forest technique to categorize the individuals without 

and with diabetic retinopathy and got an accuracy of 

over 90%. Quellec et al. [22] developed a framework 

to recognize diabetic retinopathy by utilizing a 

convolutional neural system (CNN) which 

automatically categorizes the injuries by making 

heatmaps which have the indications for the 

possibility to find novel biomarkers in the fundus 

pictures. They trained CNN with a collaborative 

learning strategy which is positioned second place in 

Kaggle competition on Diabetic Retinopathy [23] and 

acquired an outcome with the zone of 0.954 under the 

ROC curve on the Kaggle dataset. 

 

Gulshan et al. [24] used a CNN model called 

Inception-V3 to recognize referable diabetic 

retinopathy given a dataset that comprises over 

128,000 fundus pictures. Because of huge training data 

and a very well separation of fundus pictures, the 

model accomplished a good performance with a 

metric area under curve. Gargeya and Leng [25] 

projected a technique that integrates deep CNN with 

customary algorithms of machine learning. In the 

projected technique, after the pre-processing of the 

fundus images, they are considered as inputs to a 

residual network. To the result of the fundus images 

from the last pooling layer, a few metadata factors are 

added and are considered as input to a classifier 

named decision tree classifier to have the separation 

among normal fundus images and a fundus image 

with Diabetic retinopathy.  

 

Our paper focuses on the problem of low-quality DR 

images. The novelty of our proposed model is in 

threefold. First, the dual channels of fundus images 

which are images utilized for DR identification 

because of their interconnected properties. Secondly, 

the fine-tuning techniques are utilised for better 

extraction of features. Lastly, the output weights of 

each channel are merged for a robust prediction 
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result. Public datasets belonging to Messidor are used 

to evaluate the performance of our research. 

 

III.  MATERIALS AND METHODS 

 

The procedure of the proposed approach in this 

paper is discussed in the subsequent subsections. In 

this section, details about the dataset, pre-processing 

steps, and implementation detail of the proposed 

method are discussed. Further, this section discusses 

the proposed 3D Dual-Domain Attention architecture 

and details of the loss functions used during the 

training phase.  

 

 3.1. Messidor Dataset  

The Messidor dataset [26], was collected from three 

ophthalmologic stations utilizing a digital video 

recording camera mounted on a Topcon TRC NW6, 

which is specifically a non-mydriatic retinograph 

with the specification of a 45-degree field of view to 

collect color pictures of 1200 fundus scans.  

 

3.2. Image Pre-Processing  

 

The adaptive wiener filter [27] uses a filtering method 

to remove the noise which occurs from the manual 

function, machine vibration and image reconstruction. 

It optimizes images and assists to examine contour 

location in an accurate way. The adaptive wiener 

filter can effectively preserve image edge and reduce 

noise through the filter. The regional average and 

variance is used in the estimation by substituting the 

gray level. The regional average is formulated by, 

𝑏 =
1

𝐶𝐷
∑𝑘1,𝑘2∈𝐾  𝐺(𝑘1, 𝑘2)                     (1) 

where, 𝐶 and 𝐷 are the length and width of windows, 

𝐾 indicates the value of inputted image selected in 

window size, 𝑘1, 𝑘2 is coordinates of the original 

image chosen though the size of the window, and 𝐺 

refers to the input image. 

The variance is represented by, 

𝜎2 =
1

𝐶𝐷
∑𝑘1,𝑘2∈𝐾  𝐺

2(𝑘1, 𝑘2) − 𝑏2           (2) 

where, 𝑏 refers to the regional average. The 

coordinates are expressed by, 

𝑓(𝑘1, 𝑘2) = 𝑏 +
𝜎2−𝑞2

𝜎2
(𝐺(𝑘1, 𝑘2) − 𝑏)            (3) 

where, 𝑞2 is noise variance. Hence, the image pre-

processed 𝐵𝑔 is subjected to the tumor segmentation 

process. 

1) 3.3. Network architecture 

In this work, we propose a novel 3D dual-domain 

attention module (DDA3D) shown in Fig 2 attached 

in the encoding stages of DynNet backbone to learn 

global and local information by residual attention 

learning [14]. The key insight in DDA3D is to build 

the spatial-domain block 𝕊 and the decoder-block 𝔻 

as an UNet backbone focusing on local details from 

voxel-to-voxel. In contrast, the context-domain block 

ℂ  has more profound layers of learning the global 

information by a large reception field. Dual-domain 

fusion based on [15] merges two domains with 

different spatial resolutions and channel dimensions. 

The result presents that the encoding feature map 

using 3D-DDA has a larger receptive field on tumor 

regions than the case without 3D-DDA. 

The overall process is shown in Fig.1. The input data 

is 4 MRI scans 𝐼 ∈ ℝℎ×𝑤×𝑑×4  describing four 

modalities T1-weighted (T1w), post-contrast T1-

weighted with Gadolinium (T1Gd), T2-weighted 

(T2w), and Fluid Attenuated Inversion Recovery 

(FLAIR). Our goal is to classify every voxel 𝑝 =

(𝑥, 𝑦, 𝑧) in 𝐼 whether 𝑝 is a whole tumor (WT), tumor 

core (TC), enhancing tumor (ET), or background. The 

segmentation output is denoted by 𝐹 ∈ ℝℎ×𝑤×𝑑×4. 

 

 
Fig. 1: DynUNet 
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Fig. 2:  3D Dual-Domain Attention 

3D-DDA Module. The module is attached at the 

encoding stage to produce refined feature maps for 

transferring to the next encoding and corresponding 

decoding stages. Our proposed module uses residual 

learning [14] to exploit the local and global domains 

of the encoding feature map 𝐅𝐼 ∈  ℝ𝑤×ℎ×𝑑×𝑐  and 

produce the refined map 𝐅𝑂 ∈ ℝ𝑤×ℎ×𝑑×𝑐 : 

                      𝐅𝑂 = 𝐅𝐼 + DDA3D⁡(𝐅𝐼)                   (4) 

where the element-wise multiplication is denoted by 

⊗. 

DDA3D⁡(𝐅𝐼) = 𝜑𝑠 (𝔻(𝕊(𝐅𝐼) ⋈ ℂ(𝐅𝐼)))  (5) 

where 𝜑𝑠  is the scale operator by 𝑠 factor, the dual-

domain fusion (⋈) merges 𝕊 and ℂ to transform to 3D 

Dual-Domain Feature Map by the decoder block 𝔻. 

3D Spatial-Domain block (𝕊) . There are 𝑘  stacking 

blocks 𝑓  in 𝕊 , where every block consists of the 

convolution 3 D layer 3 × 3 × 3 Conv3D, the batch 

normalization layer BN, and ReLU unit 𝜎 : 

 

𝕊(𝐟𝐼) = 𝑓𝑘 ∘ 𝑓𝑘−1 ∘ ⋯∘ 𝑓1(𝐅𝐼),

𝑓𝑖 = 𝜎(𝐁𝐍(𝐂𝐨𝐧𝐯𝐃𝑠=2(𝐱)))
             (6) 

 

Where 𝑘 is the number of stacking blocks 𝔽 adjusting 

based on encoding stages, and ∘ is the stacking layer 

operator. The spatial-domain maps are down-sampled 

by stride 2 in the convolution layer to keep more 

information details. 

3D Context-Domain block(ℂ). Inspired by semantic 

blocks in [15] and attention layers [32], we expand 

these blocks to a 3D version and apply them in 3D 

Context Domain blocks 𝑓𝑖  by stacking sequentially 

three blocks: the Inception context 𝑔inc , Depth wise-

down Context 𝑔down , and Depth wise-residual 

Context 𝑔𝑟𝑒𝑠 blocks to learn global information from 

the encoding intermediate feature map. 

ℂ(𝐟𝐼) ⁡= 𝑔pool (𝑓1 ∘ ⋯ ∘ 𝑓𝑘−1 ∘ 𝑔inc (𝐅𝐼)),

𝑓𝑖(𝐱) ⁡= 𝑔res 𝑡−1 ∘ ⋯ ∘ 𝑔res 1 ∘ 𝑔down (𝐱)
    (7) 

 

where 𝑔pool  is the pooling context block at the last 

stage to embed global context information with the 

global average pooling operator, 𝑘 is the number of 

context blocks that is larger than the in the spatial 

domain, and 𝑡 is the number of residual blocks in the 

depth wise-down context block. 

The motivation behind in 𝑔down  is inspired by the 

Inception architecture [33], which helps our model to 

reduce computational costs and produce an effective 

feature representation. 𝑔down  and 𝑔res  employ 

Conv3D+BN+ReLU layer to transform local feature 

into higher-dimensional context domain space during 

down-sampling of the spatial resolution. 

Dual-Domain Fusion(⋈). The block is based on the 

bilateral block [15] to merge two domains with 

different resolutions. At every branch, the channel 

representation is to learn by the depth-wise Conv3D 

3 × 3 × 3 followed by Conv3D ⁡1 × 1 × 1, while the 

spatial representation is to exploit the local details by 

the Conv3D 3 × 3 × 3 + BN followed by the average 

pooling in the spatial branch and the upsampling 

layer in the context branch. 

3D Decoder block (𝔻) . The block involves three 

transposed convolution layers with batch 

normalization and ReLU unit, followed by Conv3D 

1 × 1 × 1. The dual-domain feature map is decoded 

and normalized to transform it to the same size as the 

input feature map's size. 

 

IV. RESULTS AND DISCUSSION 

 

4.1 Implementation 

Experimental results are obtained by 

implementing a hybrid ResNet50 with melody 

optimization in Python on an Intel Pentium Core i5 

processor with 16GB of RAM and a Windows 7 
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operating system. The dataset was randomly split into 

three subsets, with 84, 20, and 30 subjects for training, 

validation, and testing respectively. The proposed 

method was trained on an NVIDIA 1080Ti GPU, with 

11GB of RAM for 100 epochs.  

 

For quantitative analysis of the experimental results, 

several performance metrics are considered, including 

accuracy (AC), sensitivity (SE), specificity (SP), F1-

score, Precision and F1-Score. To do this we also use 

the variables True Positive (TP), True Negative (TN), 

False Positive (FP), and False Negative (FN). The 

sensitivity is calculated using Eq. (9) and overall 

accuracy is calculated using Eq. (11).   

 

Precision =
TP

TP+FP
                       (8) 

                   

 Sensitivity =
TP

TP+FN
    ⁡⁡               (9)  

 

Specificity =
TN

TN+FP
⁡⁡                   (10) 

 

Accuracy =
TP+TN

TP+TN+FP+FN
                      (11) 

 

F1 − Score = 2 ×
Precision⁡×Recall

Precision+Recall
⁡⁡        (12) 

 

Where TP, FN, TN, and FP refer to a true positive, 

false negative, true negative, and false positive 

respectively.  

 

Fundus images of normal (background retinopathy), 

mild NPDR, moderate NPDR, severe NPDR, PDR, 

PDR with new vascularization, and PDR with PLM 

and with vitreous hemorrhage. Abbreviations: PDR, 

proliferative diabetic retinopathy; NPDR, 

nonproliferative diabetic retinopathy; PLM, previous 

laser marks.   

 

 

 
 

Figure 3 a) Input Image b)Fields of view c) Target 

Output 

 

 
 

Fig.4. Experimental outputs: a)  input image in gray 

scale, b) ground truth, and c) experimental outputs. 

 

Fig.3 shows the results obtained from Diabetic 

Retinopathy Detection Using a Deep learning based 

hybrid Approach. The results obtained depict the 

fields of view and the targeted output.  Fig.4 shows 

the results obtained from Diabetic Retinopathy. The 

results obtained depict the input image in gray scale, 

the ground truth  and the output.  
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Fig.7 Accuracy Graph 

Table 2 Performance of the model. 

Architect

ure  

Accur

acy 

(%) 

F1 

score 

Precisi

on 

Sensiti

vity 

Loss 

ResNet 

50  

93.67 0.70

68 

0.7035  0.7253 0.60

34 

ResNet 

152  

94.40 0.72

87 

0.7141  `0.763

5 

0.56

05 

Squeezen

et 1  

91.94 0.65

01 

0.6347  0.6817 0.80

58 

Proposed 

Method 

98.65 0.91

34 

0.9234 0.9454 0.48

73 

 

  

   

Fig.5. Diabetic Retinopathy identification Using a 

Deep learning based hybrid Approach 

Fig.5 shows the results obtained from Diabetic 

Retinopathy Detection Using a Deep learning based 

hybrid Approach. The results obtained depict the 

severity of detected retinopathy disease.  

              

a)Without DR b)Early diabetic Retinopathy   c)Mild 

NPDR 

             

  d)Moderate NPDR  e)Severe NPDR f)PDR and 

Neovascularization 

Fig.6. Diabetic Retinopathy Detection based on 

categories 

Fig.6 shows the Fundus images of normal 

(background retinopathy), mild NPDR, moderate 

NPDR, severe NPDR, PDR, PDR with new 

vascularization, and Abbreviations: PDR, proliferative 

diabetic retinopathy; NPDR, nonproliferative diabetic 

retinopathy; PLM, previous laser marks.  

 

Fig.8 Loss Graph 

Fig.7 shows the accuracy graph depicts a steady 

increase in training accuracy of our approach. Fig.8 

shows the loss graph depicts a steady decrease in 

training loss of our approach.  
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V. CONCLUSION 

DR is one of the common chronic complications of 

diabetes. Due to the different stage of DR severity, it 

can be divided into five stages from mild to severe. 

This paper presented a 3D dual-domain attention 

module attached at every encoding stage of DynNet 

for the automatic identification multiple retinal 

lesions of DR. The model is trained and tested on 

publicly available Messidor fundus image datasets The 

experimental results show that the proposed network 

can identify the DR stages with high accuracy. The 

proposed method attains an accuracy of 98.95%, F1-

score of 91.34, precision of 94.34, sensitivity of 

94.54%, and loss of 0.4873 on the healthy retina, stage 

1, stage 2, and stage 3 fundus images. Compared with 

other models, our proposed network achieves 

comparable performance. These findings showed the 

effectiveness and accuracy of our model for CFPs 

analysis; therefore, it can be implemented in daily 

clinical practice and to support large-scale robust 

screening programs for early detection of DR. 

However, due to the limited number of publicly 

accessible large training fundus image datasets with 

multiple identified lesion labels to support multi-label 

training, future work will be to perform further 

experiments on larger datasets for more reliable 

predictions. 
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