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ABSTRACT 

The term 'Big Data' was first coined in 1998 by John Mashey during a Silicon Graphics (SGI) slide deck 

presentation titled "Big Information in addition to the Observing Wave of InfraStress". Big Data mining refers 

to the process of extracting valuable insights from large datasets or streams of data that were previously 

impractical to analyze due to their size, complexity, and cost. The Big Data challenge is becoming one of the 

most exciting prospects for the coming years. In this article, we provide a comprehensive overview of the topic, 

its current state, issues, and future prospects. We evaluate the Big Data processing framework for complex and 

evolving relationships. 

Index Terms : Data Mining, Big Data, Processing Framework 

 

I. INTRODUCTION 

 

Big data mining was deemed necessary in its early stages, with the first publication discussing 'big data' 

appearing in a record exploration magazine in 1998 by Weiss and Indrukya. The first academic paper featuring 

the term 'big data' in its title appeared a little later in 2000 in a paper by Diebold. 

 

The term 'big data' originated from the fact that we generate a massive amount of data every day. Usama Fayyad, 

in his talk at the KDD Big Mine ‟12 Workshop, shared staggering data about internet usage, which is as follows: 

Google receives over one billion queries daily, Twitter has more than 250 million tweets every day, Facebook 

generates more than 800 million updates per day, and YouTube has more than 4 billion views per day. The data 

generated today is estimated to be in the order of zettabytes, and it is growing at a rate of about 40% each year. 

A new significant source of data is going to be generated from mobile phones, and major corporations such as 

Google, Apple, Facebook, and Yahoo are beginning to delve into this data to identify useful patterns to enhance 

user experience. 

 

'Big data' is a ubiquitous term that still confuses many. It has been used to describe all kinds of concepts, 

including vast amounts of data, social media analytics, next-generation data management capabilities, real-time 

data, and more. Nevertheless, organizations are beginning to understand and learn how to process and analyze a 

significant range of data in new ways. In doing so, a small but rapidly expanding group of pioneers is achieving 

innovative business outcomes. Across various industries worldwide, executives acknowledge the need for more 

information about how to handle big data. However, despite the seemingly relentless media attention, it can be 

challenging to find comprehensive information on what businesses are genuinely doing. Therefore, we sought to 
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gain a better understanding of how companies perceive significant data and to what extent they are currently 

using it to benefit their organizations. 

 

II. BIG DATA CHARACTERISTICS: HACE THEOREM 

 

Big Data is characterized by large-volume, heterogeneous, independent resources with distributed and 

decentralized control. The challenge with this data is that it is difficult to extract useful insights from it. Imagine 

a group of blind men attempting to describe an elephant by only feeling a part of it. Each of them will provide a 

different description based on the information they have gathered. Similarly, Big Data is like the elephant, and 

the blind men represent the different sources of data. To make it even more complex, the data is constantly 

changing and evolving, and the sources may have privacy concerns or speak different languages. 

One of the key features of Big Data is the massive amount of data represented by various and different 

dimensionalities. This is because different data collectors use their own schemata for data recording, and 

different applications also produce different data. For example, in the medical field, each person can be 

represented by demographic information, X-ray or CT scans, or DNA data. The diversity and varied 

dimensionality of the data become significant issues when trying to integrate data from all sources. 

Another characteristic of Big Data is the autonomous resources with distributed and decentralized controls. 

Each resource can generate and collect data without relying on centralized control, similar to how each web 

server operates independently on the Internet. However, the large volumes of data also make the system 

vulnerable to attacks or failures if there is no centralized control. To ensure consistent services and fast 

responses, companies like Google, Facebook, and Walmart deploy multiple server farms around the world. 

In short, Big Data is a complex and challenging field that requires expertise in data integration, analysis, and 

security. 

 

III. COMPLEX AND EVOLVING RELATIONSHIPS 

 

As the amount of Big Data increases, so does the complexity and relationships within the data. In traditional 

data systems, the focus is on finding the best quality values to represent each individual. This is done by using 

data fields such as age, gender, income, education history, etc. to characterize everyone. However, this sample-

feature representation treats each person as an independent entity without considering their social links, which 

is one of the most important factors of human society. People form friend groups based on their shared interests 

or biological relationships, and these social links are not only present in our daily lives but also in online worlds. 

Social media platforms like Facebook and Twitter are distinguished by features such as friend-relationships and 

followers. The connections between people make the entire data representation and decision-making process 

more complex. In the sample-feature representation, individuals are considered similar if they share similar 

quality values, while in the sample-feature-relationship representation, two people can be grouped together 

based on their social links even if they don't share anything in common in terms of their characteristics. In a 

dynamic world, the characteristics used to represent people and the social ties used to represent our 

relationships may also evolve over time and space. This is a challenge in Big Data applications, where the goal is 

to take into account the non-linear, many-to-many data connections and their changing nature to identify 

useful patterns in Big Data collections. 
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Figure 1 : A Big Data processing framework 

The analysis study identifies three tiers of obstacles and centers around a "Big Data exploration tool" (Price I), 

which focuses on accessing and processing low-level data. Challenges on information sharing, privacy, and 

understanding Big Data application domains fall under the second tier of issues (Price II), which focuses on 

high-level semantics, processing domain knowledge, and privacy concerns. The outermost tier deals with Price 

III issues related to real exploration algorithms. 

 

IV. DATA MINING FOR BIG DATA 

 

Data mining, also known as knowledge or information discovery, is the process of analyzing data from various 

perspectives and consolidating it into useful information that can be used to improve revenue, reduce costs, or 

both. Technically, data mining involves finding relationships or patterns among large amounts of data in a 

relational database. Data mining includes six tasks or functions: classification, estimation, prediction, business 

rules, clustering, and summary. 

 

Classification is the process of categorizing data according to specific criteria. The most common classification 

algorithms in data mining are decision trees, k-nearest neighbor classifiers, naive Bayes, Apriori, and AdaBoost. 

The classification process involves examining the attributes of a newly presented object and assigning it to a 

predefined class. 

 

Estimation deals with continuously valued outcomes. Given some input data, we use estimation to come up with 

a value for some unknown continuous variables, such as revenue, height, or credit card balance. 

 

Prediction is a statement about how things will happen in the future, often but not always based on experience 

or knowledge. Prediction can be a statement in which some result is anticipated. 

 

Business rules are guidelines that indicate specific relationships among a set of items (such as "occur together" or 

"one suggests the other") in a database. 
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Clustering can be considered the most important unsupervised learning problem, and like every 

other problem of this type, it deals with finding a structure in a collection of unlabeled data. 

 

Table 1 : Difference between Data Mining and Big Data 

 

V. CONTROVERSY ABOUT BIG DATA 

 

Big Data is a topic that has been widely discussed. Here's what you need to know: 

 

There's no need to differentiate between Big Data analytics and data analytics because the amount of data will 

only increase in the future, and it will never be too small to analyze. 

Hadoop-based computing systems are often marketed as the best tools for Big Data management, but that's not 

always the case. For instance, MapReduce may not be the best programming platform for medium-sized 

businesses. 

In real-time analytics, the recency of data is more important than its size. 

Claims of accuracy can be misleading because when the number of variables increases, so do the number of fake 

correlations. For example, a study found that the S&P 500 stock index was linked to butter production in 

Bangladesh and other unrelated factors. 

Larger data sets do not necessarily mean better data. The quality of data matters more than its size, and it should 

be representative of what we are looking for. 

There are ethical concerns about accessing and analyzing people's data without their knowledge or consent. 

The lack of access to Big Data creates new digital divides between individuals and companies who can analyze it 

and those who cannot. Access to Big Data can provide organizations with a competitive advantage that others 

may not have. 

 

VI. CONCLUSION 

 

It is common for real-world systems to undergo development over time. For instance, a doctor's treatment plans 

may need to be adjusted based on various factors like the patient's family economic status, medical insurance, 

treatment outcomes, and changes in chronic diseases. In the process of exploring new knowledge, researchers 

set goals to evaluate the impact of proposed changes and fundamental modifications due to changing conditions 
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in data streams. This paper examines the major data processing platform used for complex and evolving 

relationships. 
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