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 Although feature filtering-based network intrusion detection systems have 

some drawbacks that make it difficult for security managers and analysts to 

detect and stop network intrusions in their enterprises, recent years have 

seen a surge in advanced threat attacks. Using methods for detecting 

intrusions, information systems are routinely safeguarded and damage is 

reduced. It safeguards against threats and flaws in physical and virtual 

computer networks. Machine learning techniques are now being used to 

build efficient intrusion detection systems. Machine learning techniques 

for intrusion detection include rule learning, ensemble techniques, 

statistical models, and neural networks. Techniques used in machine 

learning ensembles are recognised for performing exceptionally well 

during the learning process. A suitable ensemble technique needs to be 

researched in order to build a successful intrusion detection system. In this 

research, we combined the decision tree, random forest, extra tree, and 

XGBoost algorithms with a novel ensemble method for intrusion detection 

in the network. The suggested approach enhances detection precision and 

was developed using the Python computer language. The developed 

system is assessed using the CICIDS2017 dataset according to a number of 

evaluation criteria, such as precision, recall, and f1-score. The detection 

accuracy is greatly improved by the ensemble approach. 

Keywords—Intrusion detection, Machine Learning, ML algorithms, 

ensemble learning, Random Forest, Decision Tree, XgBoost, Extra Tree. 

 

Publication Issue 

Volume 10, Issue 3 

May-June-2023 

 

Page Number  

1207-1216 

 

I. INTRODUCTION 

 

Viruses, worms, ransomware, trojan horses, and 

spyware are all considered to be malware or malicious 

software. Malware is an intentionally introduced set 

of codes that interfere with the operation of 

computing devices in modern advanced applications. 

The two types of malware detection methods are 
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signature-based and behaviour based methods. These 

malware analysis methods include static, dynamic, 

and hybrid approaches. Machine learning is a novel 

method of malware detection that needs trained 

datasets to identify malware. Therefore, it is suggested 

in the current situation to combine data mining and 

machine learning approaches to identify malware that 

uses obfuscation and polymorphism tactics to conceal. 

Due to issues with the effectiveness of learning 

models, the notion of malware detection has been 

extensively investigated in the modern era. Several 

methods are used to critically assess the deep learning 

proposals made using various data mining approaches. 

In the Internet- of-Things era, malware poses a 

serious threat to smart computer devices (IoT). With 

the rising use of IoT-based smart devices including 

computers, mobile phones, data servers, tablets, and 

other equipment, it has spread rapidly. 

Drive-by-download malware can cause harm to the 

target system [2] and present issues with data security 

and data privacy. Through the internet, hackers can 

affect crucial infrastructures [3], [4], [5], and IoT 

devices [6]. Due to the rising usage of the internet on 

smart devices nowadays, malware has been exposed in 

a wide range of system attacks. Figure 1 depicts the 

current situation of cyberattacks and the 

corresponding avenue loss. Cost increases over time 

illustrate the expense of losses brought on by malware 

that is embedded in apps. Malware's capacity to be 

moved around allows it to spread alarmingly quickly 

across a variety of operating systems. Figure 1 below, 

from a recent study on cyber losses, details the effects 

of malware on company, information, and equipment 

damage, as well as income loss brought on by malware. 

With an increase in revenue loss throughout the years, 

it has incorporated 355 enterprises across 16 industrial 

sectors from 11 different nations. [7] As a result, 

malware identification plays a big part in internet 

security. 

Researchers are taking note of malware detection 

since it has a wide range of practical domain solutions. 

It is difficult to use cutting-edge technologies to work 

with a crucial malware function. Numerous 

investigations are carried out to evaluate the 

approaches suggested to find malware with various 

classifications. Fig. 2 displays a timeline of articles 

that were published throughout the previous few 

years. It has been noted that study on malware is 

constantly growing as people become more aware of 

the importance of the topic. 

With the widespread use of the internet and mobile 

devices, the demand for the topic has increased. It 

suggests that in recent years, problems brought on by 

malware detection have gotten worse. Despite an 

increase in research on malware detection, cutting-

edge technologies have not yet attempted to develop 

reliable malware recognition methods. 

 

 
Fig. 2: Articles published in recent years 

 

II. LITERATURE REVIEW 

 

A review of various methods for malware detection 

revealed that signature-based strategies were 

primarily employed in the past. Additionally, it has 

been noted that the effectiveness of these techniques 

in identifying novel or zero-day malware threats is 

subpar. However, machine learning approaches 

surpass other methods in detecting zero-day malware 

attacks and are adept at spotting them. [9] 

We can compare techniques in terms of usages and 

performance because the various strategies employed 

in ML classification have varying degrees of 

performance. A decision tree is used for malware 

detection 29% less frequently than SVM approaches, 
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which are employed 29% more frequently. DBN is 

combined with semi-supervised learning approaches 

to increase detection technique accuracy. 

The detailed explanation in the table below illustrates 

the methods utilized for malware detection 

throughout the previous ten years. [11] Table 1 is 

compared with other datasets that suggest greater 

accuracy in Table 2 below. While Jamil Q et altailored 

dataset was detected with a maximum accuracy of 

99.90%, Z. Ma et alexplanation .'s of the Android 

Malware dataset had a greater accuracy of 97.22%. 

Similar to how accuracy of datasets like Contagio, 

Contagio Dump, VirusShare, Drebin, Moledroid Apps, 

NSL-KDD, etc. ranges around 99%, accuracy of the 

KDD CUP99 dataset, however, is less accurate and 

only reaches 91.40%, according to Li Y et al. In Fig. 3, 

it is further illustrated graphically. The performance 

and accuracy of our suggested model are to be 

enhanced. 

 

Table 1 : Comparison of studies in different datasets 
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Table 2: Comparison of datasets and accuracy 

 

Various models are represented in table 3 along with an explanation of how they work. To evaluate each 

model's performance and choose the best one, these models are compared. Each model has drawbacks, which 

are examined in order to get around them utilising this approach. Additionally, other studies have been 

conducted on these models in recent years to support various techniques for improved results. 

 
Fig. 3: Accuracy of different datasets obtained in different models Table 3: Functioning of Models and Their 

Limitations 
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III. DISCUSSION 

 

Precision = TP/ (TP+FP) (eq. 1) 

Malware detection involves the knowledge of cryptic 

malware protection as a fundamental component of 

machine learning tactics due to the emerging malware 

in the innovation. [65] The two groups of machine 

learning techniques—supervised and unsupervised—

allow for the employment of the appropriate 

technique or, in some  Circumstances, a semi-

supervised technique. Malicious applications, or 

malware, are detected using behavior-based and 

signature-based methods [66] that employ static and 

dynamic malware analysis [67], [68]. A malware 

detection taxonomy for aspects of the API calls, 

assembly, and binary features is illustrated by 

machine learning techniques. Additionally, these 

traits are important for machine learning techniques 

that predict and identify malware. 

 

Precision 

Ratio of correctly classified benign or positive samples 

or applications to all correctly classified benign or 

positive samples or applications in the dataset is how 

precision is calculated (see the eq. 1). A greater 

precision value can result in an excellent performance. 

Recall is frequently referred to as a "true positive 

rate," which is a proportion of correctly identified 

benign or positive samples or applications to all 

benign or positive samples or applications in the 

dataset (see the eq. 2). A classifier only performs well 

when the recall value is  large Recall = TP/ (TP+FN) 

(eq. 2) 

 

Accuracy 

Accuracy is determined by the percentage of samples 

or applications in a dataset that are correctly 

categorised (see eq. 3). Since accuracy determines how 

accurate the classifier is, accuracy should have a 

greater number for better performance. 

Accuracy= (TP+TN)/ (TN+FP+FN+TP)             (eq.3) 

Distinct accuracies have been attained in recent years, 

according to research done on various datasets. 

Similar datasets are used to examine various malware 

assaults in various subdomains, such as DT, ANN, 

SVM, etc. Comparing these research, it can be shown 

that datasets are continuously used with various 
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models to produce results with improved precision 

and accuracy. 

Since it helps identify both previously known and 

new attacks, the ensemble approach to intrusion 

detection has gained in significance. As a result, this 

recommended solution offers an ensemble-based IDS 

based on machine learning techniques. The block 

diagram of the proposed system depicts the numerous 

steps of the procedure in Figure 

The CICIDS2017 dataset was used to conduct the 

experiment. These datasets are used to assess the 

effectiveness of the suggested approach. For the 

system we intended to create, Python was employed. 

The accuracy of the suggested system is evaluated by 

comparing the Decision Tree, Random Forest, Extra 

Tree, and XgBoost algorithms. 

 
Fig 4: Overview of the Complete Framework 

This method was previously used to build 

collaborative IDS, which allows attributes to be 

measured whatever they want and increases forecast 

accuracy. The suggested system's performance is 

evaluated using the listed parameters. 

The accuracy parameter measures how well the 

classifier can distinguish between instances that are 

truly negative and those that are false negatives. 

The classifier's ability to correctly identify a negative 

occurrence, not FN, is the parameter precision. 

The value of recall is the classifier's capacity to 

correctly recognise each positive example. 

The result obtained after combining the accuracy and 

recall values is known as the f1-score parameter. 

 

The ML libraries are originally imported by our 

suggested intrusion detection system utilising Python 

programming. The following step involves reading the 

CICIDS2017 dataset. The dataset is then tested for 

intrusions. The empty or null values are filled with 

zero if the dataset has been detected to have been 

tampered with. The dataset is then trained and the 

pre-processing is completed. To identify system 

imbalances, one uses the SMOTE library. Then, using 

ensemble learning, the DT, RF, ET, and XgBoost 

algorithms test the dataset. The suggested system's 

algorithms separately train and test the dataset. The 

model collects data, chooses features, does pre-

processing, and prepares the model for training, 

testing, and validation. 

 

IV. CONCLUSION 

 

In this study, we investigated various models built 

using various methodologies. Each model's accuracy is 

compared, and the suggested model is investigated 

using machine learning techniques. We monitored 

and classified malware samples using an RF classifier, 

then we measured the outcomes. To train the 

machine learning-based classifier, trained data is 

needed. The program's execution on system calls and 

function calls is noted. Due to its higher accuracy, this 
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framework can identify cyber threats in networks and 

virtualized computer systems while overcoming false 

positives. In compared to other approaches, recall and 

precision are further countable metrics that can be 

measured. Based on static and dynamic analysis, the 

ensemble model characteristics for mobile 

applications and web browsers, the algorithm can 

identify various samples as benign or dangerous. 

Accurate real-world data sets can predict viruses and 

perform better in the security field. 
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