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ABSTRACT 

 

Nowadays Machine Learning (ML) Techniques are used for accurate COVID-19 risk prediction. Several 

prediction methods are being popularly used to handle forecasting problems. In this paper the capability of 

ML models to forecast the number of upcoming patients affected by COVID-19 is presented because COVID-

19 is considered as a potential threat to mankind. Various risk prediction factors of COVID-19 which 

performs well in forecasting the new confirmed cases, death rate as well as recovery rate are identified. Two 

standard forecasting models, such as Support vector Machine,(SVM) and Linear Regression(LR) have been 

used for prediction to forecast the threatening factors of COVID-19. The results produced by the above 

techniques proved it a promising prediction mechanism for the current scenario of the COVID-19 pandemic. 

Also the experimental results proved that the SVM performs better than Linear Regression. 
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I. INTRODUCTION 

 

Machine learning (ML) has proved itself as a 

prominent field of study over the last decade by 

solving many very complex and sophisticated real-

world problems. The application areas included 

almost all the real-world domains such as health- care, 

autonomous vehicle, business applications, natural 

language processing, intelligent robots, gaming, 

climate modelling, voice, and image processing. ML 

algorithms’ learning is typically based on trial and 

error method quite opposite of conventional 

algorithms. 

 

One of the most significant areas of ML is forecasting, 

numerous standard ML algorithms have been used in 

this area to guide the future course of actions needed 

in many application areas including weather 

forecasting, disease forecasting, stock market 

forecasting as well as disease prognosis. Various 

regression and neural network models have wide 

applicability in predicting the conditions of patients 

in the future with a specific disease. There are lots of 

studies performed for the prediction of different 

diseases using machine learning techniques such as 

coronary artery disease, cardiovascular disease 

prediction, and breast cancer prediction. In particular, 

the study is focused on live forecasting of COVID-19 

confirmed cases and study is also focused on the 
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forecast of COVID-19 outbreak and early response. 

These prediction systems can be very helpful in 

decision making to handle the present scenario to 

guide early interventions to manage these diseases 

very effectively. 

 

This study aims to provide an early forecast model for 

the spread of novel corona virus, also known as 

SARS-CoV-2, officially named as COVID-19 by the 

World Health Organization (WHO). COVID-19 is 

presently a very serious threat to human life all over 

the world. At the end of 2019, the virus was first 

identified in a city of China called Wuhan, when a 

large number of people developed symptoms like 

pneumonia. It has a diverse effect on the human body, 

including severe acute respiratory syndrome and 

multi-organ failure which can ultimately lead to 

death in a very short duration. Hundreds of thousands 

of people are affected by this pandemic throughout 

the world with thousands of deaths every coming day. 

Thousands of new people are reported to be positive 

every day from countries across the world. The virus 

spreads primarily through close person to person 

physical contacts, by respiratory droplets, or by 

touching the contaminated surfaces. 

 

The most challenging aspect of its spread is that a 

person can possess the virus for many days without 

showing symptoms. The causes of its spread and 

considering its danger, almost all the countries have 

declared either partial or strict lockdowns throughout 

the affected regions and cities. Medical researchers 

throughout the globe are currently involved to 

discover an appropriate vaccine and medications for 

the disease. Since there is no approved medication till 

now for killing the virus so the governments of all 

countries are focusing on the precautions which can 

stop the spread. Out of all precautions, ‘‘be informed’’ 

about all the aspects of COVID-19 is considered 

extremely important. To contribute to this aspect to 

find formation, numerous researchers are studying 

the different dimension so the pandemic and produce 

the results to help humanity. 

 

To contribute to the current human crisis our attempt 

in this study is to develop a forecasting system for 

COVID-19. This problem of forecasting has been 

considered as a regression problem in this study, so 

the study is based on some state-of-art supervised ML 

regression models such as linear regression (LR), 

support vector machine (SVM). The data set as been 

pre-processed and divided into two subsets: training 

set (70%records) and testing set (30% records). The 

performance evaluation has been done in terms of 

important measures including precision, Recall, F1 

score, Support and Accuracy values. This study has 

some key findings which are listed below. Different 

ML algorithms seem to perform better in different 

class predictions. Most of the ML algorithms require 

an ample amount of data to predict the future, as the 

size of the data set increases the model performances 

improve.ML model based forecasting can be very 

useful for decision- makers to contain pandemics like 

COVID- 19.The csv file of Novel Corona virus 2019 

data set available at 

https://www.kaggle.com/sudalairajkumar/nove l-

corona- virus-2019-dataset is downloaded. Aseparat -

This paper consists of various sections. Section I 

presents the introduction, Section II contains the 

description of the data sets and methods used in this 

study. Section III presents methodology, Section IV 

presents the results, and Section V summarizes the 

results of research work and presents the conclusion. 

 

II. MATERIALS AND METHODS 

 

A. DATA SET 

The aim of this study is the future forecasting of 

COVID-19 spread focusing on the number of new 

positive cases ,the number of deaths, and the number 

of recoveries. The dataset used in the study has been 

obtained from the Machine learning provided by the 

Center for Systems Science and Engineering, Kaggle 

https://www.kaggle.com/sudalairajkumar/nove


International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 9 | Issue 1 

Volume 9  -  Issue 1  - Published :      April 10, 2021      Page No : 86-93 

 

 

 
88 

Repository The repository was primarily made 

available for the open source. A collection of database 

for machine learning oriented is available with the 

Kaggle Machine Learning Repository which will be 

available from Internet and it is open source. The data 

set are accommodated and preserved in the center for 

Machine Learning and Intelligent Systems in the 

University of California, Irvine. Each dataset contains 

separate webpage that presents the entire facts about 

its inclusion and any pertinent research that is 

examining it. COVID 19 data  set contain information 

such as Fever, cough, breath in, breath out, throat 

pain, joint pain, diarrhea, tholach, old peak, 

pneumonia. These features are given as input to the 

LR and SVM based COVID-19 risk prediction model 

Data preprocessing is a data mining technique that 

involves transforming raw data into an 

understandable format. Here the covid-19 data set is 

transformed into machine readable format. 

 

Table 1. Sample COVID-19 data set from kaggle repository 

 

Age Sex Pneum

onia 

trestb 

ps 

chol thalach oldpea

k 

Feve 

r 

Cough breath_

difficult 

throat_pa

in 

joint_p

ain 

Diarrhe

a 

Target 

50 0 3 145 233 150 2.3 1 0 0 0 0 1 1 

30 0 2 130 250 187 3.5 0 1 0 0 0 2 1 

50 0 1 130 204 172 1.4 0 0 0 2 0 2 1 

20 0 1 120 236 178 0.8 0 1 0 2 0 2 1 

20 1 0 120 354 163 0.6 0 1 1 2 0 2 1 

 

Table 2.Sample COVID-19 data set with missing data values 

 

age Se 

x 

Pneumo

nia 

trestbp

s 

chol Thala

c h 

Oldpe

a k 

fever Cough breath_di

ffic ult 

throat_p

ain 

joint_pai

n 

diarrhea target 

50 0 3 145 233 150 - 1 0 - 0 1 - 1 

30 0 2 130 250 187 3.5 0 1 0 0 0 2 1 

50 0 1 130 204 172 - 0 0 0 - 1 2 1 

20 0 1 120 236 - - 0 1 0 - 0 2 - 

20 1 0 120 354 163 2.5 0 1 -  0 2 1 

 

 

B. SUPERVISED MACHINE LEARNING MODELS 

A supervised learning model is built to make a 

prediction when it is provided with an unknown 

input instance. In this learning technique, the 

learning algorithm takes a data set with input 

instances  along with their corresponding regress or to 

train the regression model. The trained model then 

generates a prediction for the given unforeseen input 

data or test datasets. This learning method may use 

regression techniques and classification algorithms for 

predictive models' development. Two regression 

models have been used in this study of COVID-19 

future forecasting 

• Linear Regression 

• Support Vector Machine 

 

1) LINEAR REGRESSION 

In regression modeling, a target class is predicated 

based on the inndependent features [14]. This method 

is used to find out the relationship between 
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independent and dependent variables and also for 

forecasting. Linear regression a type of regression 

modelling is the most usable statistical technique for 

predictive analysis in machine learning. Each 

observation in linear regression depends on two 

values, one is the dependent variable and the second 

is the independent variable. Linear regression 

determines a linear relationship between these 

dependent and independent variables. There are two 

factors (x; y) that are involved in linear regression 

analysis. The equation below shows how y is related 

to x known as regression. 

 

y = β0 +β1x + ε (1) 

or equivalently 

E(y) = β0 + β1x (2) 

 

Here, ε is the error term of linear regression. The 

error term here uses to account the variability 

between both x and y represents y-intercept, 

represents slope.  To put the concept of linear 

regression in the machine learning context, in order 

to train the model x is represented as input training 

data set, y represents the class labels present in the 

input data set. . The goal of the machine learning 

algorithm then is to find the best values for β0 

(intercept) and β1 (coefficient) to get the best-fit 

regression line. To get the best fit implies the 

difference between the actual values and predicted 

values should be minimum, so this minimization 

problem can be represented as: 

(3) 

 

Here, g is called a cost function, which is the root 

mean square of the predicted value of y (prediction) 

and actual y (yi), n is the total number of data points. 

 

 

III. METHODOLOGY 

The study is about novel corona virus also known as 

COVID-19 predictions. The COVID-19 has proved a 

present potential threat to human life. It causes tens 

of thousands of deaths and the death rate is increasing 

day by day throughout the globe. To contribute to 

this pandemic situation control, this study attempts to 

perform future forecasting on the death rate, the 

number of daily conformed infected cases and the 

number of recovery cases in the upcoming 10 days. 

The forecasting has been done by using two ML 

approaches that are appropriate to this context The 

proposed system uses Linear Regression and Support 

Vector Machine algorithms for prediction of COVID 

19 predictions for different diseases using machine 

learning techniques such as fever, cough , breathing 

problem, throat pain, joint pain, diarrhea, tholach, old 

peak, pneumonia, trestbps is focused on live 

forecasting of COVID-19 confirmed cases and study is 

also focused on the forecast of COVID-19 outbreak 

and early response. 

 

Various regression models have wide applicability in 

predicting the conditions of patients in the future 

with a specific disease .To contribute to the current 

human crisis our attempt in this study is to develop a 

forecasting system for COVID-19. These prediction 

systems can be very helpful in decision making to 

handle the present scenario to guide early 

interventions to manage these diseases very 

effectively. In proposed model data is divided in to 

training and testing values. Machine learning based 

Linear Regression and Support Vector Machine model 

is built with training data and then Precision, Recall, 

F1 sore 

 

After the initial data pre-processing step, the data set 

has been divided into two subsets: a training set (70 

%) to train the models and testing set (30 % ). The 

learning models such as SVM, LR ,have been used in 

this study. These models have been trained on the 300 

data set cases, recovery, and death patterns. The  
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learning models have then been evaluated based on 

important  metrics  such  as  Precision,  Recall,  F1 

Score, Support values and reported in the results.  The 

proposed approach used in the study has been shown 

as Figure1. Support values are calculated with testing 

set. From the symptoms such as Fever, cough, breath 

in, breath out, throat pain, joint pain, diarrhoea, 

toolache, old peak, pneumonia this system attempt to 

forecast the number of people that can be affected in 

terms of new infected cases and deaths including the 

number of expected recoveries for the upcoming days. 

Two machine learning models LR and SVM, have 

been used to predict the accuracy values. 

 
Figure 1: Block Diagram of Proposed System 

 

 

2) SUPPORT VECTOR MACHINE 

A support vector machine (SVM) is a type of 

supervised ML algorithm used for both regression and 

classification. SVM regression being a non-parametric 

technique depends on a set of mathematical functions. 

The set of functions called kernel transforms the data 

inputs into the desired form. SVM solves the 

regression problems using a linear function, so while 

dealing with problems of non-linear regression, it 

maps the input vector(x) to n-dimensional space 

called a feature space 

This mapping is done by non-linear  mapping  

techniques after that linear regression is applied to 

space. Putting the concept in ML context with a 

multivariate training data set (xn) with N number of 

observations with yn as a set of observed responses. 

The linear function can be depicted as  

 
Variables i are called slack variables and they 

measure the error made at point (xi,yi). Training 

SVM becomes quite challenging when the number of 

training points is large. A number of methods for fast 

SVM training have been proposed. 

 

IV. EVALUATION PARAMETERS 

 

In this study, we evaluate the performance of each of 

the learning models in terms Performance Metrics 

such as Precision ,Recall, F1 Score, Support values. 

 

A. PERFORMANCE METRICS 

The proposed COVID-19 risk prediction system is 

implemented using PYTHON under windows 

environment. The proposed machine learning based 

prediction system is trained and tested with dataset 

obtained from the Kaggle machine learning repository 

site. The COVID-19 data set is given as input to the 
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algorithm and the data is divided into training data 

and test data. The training set for the COVID-19 

consists of 70% of the total data set and the testing set 

is 30% of the total data. The performance of risk 

prediction system with both machine learning 

approaches (Linear Regression algorithm, Support 

Vector Machine algorithm) are compared in terms of 

performance metrics obtained from confusion matrix 

which is shown in table 3. 

 

• True Positive (TP) - The Extracted data set 

containing COVID-19 module is classified as 

COVID-19 cases 

• False Positive (FP) - The Extracted data set without 

COVID-19 module is classified as COVID-19 cases 

 

Table 3 show the performance metric obtained from 

confusion matrix 

 

 
• True Negative (TN) - The Extracted data set 

without COVID -19 module is classified as non- 

COVID-19 cases 

• False Negative (FN) - The Extracted data set 

containing COVID-19 module is classified as non- 

COVID 19 cases 

 

Both machine learning algorithms are tested with 

same data set with varying percentage of training and 

testing data. All the performance matrices are 

measured and tabulated. The accuracy of prediction is 

measured by using the following formula. 

 

Accuracy(A) = (TP+TN) / (TP + TN + FP + FN) (8) 

 

Sensitivity means that how accurately a Covid-19 test 

identifies people as presence of Covid-19 cases . 

 

Recall(R) or Sensitivity=TP(TP+FN) (9) 

 

Specificity means that how accurately a Covid-19 test 

identifies people who do not have Covid-19 case. 

 

Precision(P) or (1−Specificity)= TP(TP+FP) (10) 

 

Here several performance metrics are used to measure 

the accuracy of classification 

 

V. RESULTS AND DISCUSSION 

 

This study attempts to develop a system for the future 

fore casting of the number of cases affected by 

COVID- 19 using machine learning methods. The 

data set used for the study contains information about 

the daily reports of the number of newly infected 

cases, the number of recoveries. The proposed system 

uses Linear Regression and Support Vector Machine 

algorithms for prediction  of COVID 19 predictions 

for different diseases using machine learning 

techniques such as fever, cough , breathing problem, 

throat pain, joint pain, diarrhea, tholach, old peak, 

pneumonia, trestbps is focused on live forecasting of 

COVID-19 confirmed cases and study is also focused 

on the forecast of COVID-19 outbreak and early 

response. 

Various regression models have wide applicability in 

predicting the conditions of patients in the future 

with a specific disease .To contribute to the current 

human crisis our attempt in this study is to develop a 

forecasting system forCOVID-19.These prediction 

systems can be very helpful in decision making to 

handle the present scenario to guide early 

interventions to manage these diseases very 

effectively. In proposed model data is divided in to 

training and testing values. Machine learning based 
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Linear Regression and Support Vector Machine model 

is built with training data and then Precision, Recall, 

F1 sore, Support values are calculated with testing set. 

From the symptoms such as Fever, cough, breath in, 

breath out, throat pain, joint pain, diarrhea, tholach, 

old peak, pneumonia this system attempt to forecast 

the number of people that can be affected in terms of 

new infected cases and deaths including the number 

of expected recoveries for the upcoming days. Two 

machine learning models LR and SVM, have been 

used to predict the accuracy values. 

 

A. LINEAR REGRESSION MODEL 

PERFORMANCE METRICS 

 

Table 5.Show the performance metrics measured 

using Linear Regression model Precision, Recall, 

Support, F1 score and Accuracy values of Linear 

Regression based 

S.N

O 

Training 

size( %) 

Precisi

on 

Reca

ll 

F1 

Score 

1 90 0.93 0.93 0.81 

2 80 0.81 0.84 0.78 

3 70 0.78 0.81 0.79 

4 60 0.77 0.81 0.78 

5 50 0.77 0.83 0.78 

 

Figure 2. Shows the Accuracy obtained from the 

result of COVID 19 Linear Regression based model 

for varying size of Training and Testing data Covid-19 

Prediction Accuracy of Linear Regression model for 

varying size of training and testing data 

 

B. SUPPORT VECTOR MACHINE 

PERFORMANCE METRICS 

 

Table 6. Shows the performance metrics calculation of 

SVM based model It contains the values of 

performance metrics such as Precision, Recall, 

F1score, support and accuracy for varying size of 

training and testing data set. 

S.N

O 

Training 

Size(%) 

Precision Recall F1 

Score 

1 90 0.93 0.93 0.87 

2 80 0.78 0.81 0.77 

3 70 0.79 0.84 0.82 

4 60 0.77 0.81 0.78 

5 50 0.76 0.84 0.80 

 

Figure 4.Shows the Accuracy obtained from the result 

of COVID 19 Support Vector Machine based model 

for varying size of Training and Testing data 

 

 
 

Table 7.Covid-19 Prediction Accuracy of Support 

Vector Machine based model for varying size of 

training and testing data Compares the Accuracy of 

Linear Regression and Support Vector Machine based 

Prediction model 

Test size LR SVM 

90 87.09 89.09 

80 76.4 75.4 

70 75.92 79.12 

60 75.4 75.4 

50 75.4 77.63 
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Figure 5.Shows the graphical representation of 

Accuracy obtained through Linear Regression based 

model 

 
 

Figure 6.Graphical representation of Accuracy 

obtained through Support Vector Machine based 

model 

 
 

C. PREDICTION INTERVALS OF SVM FOR 

FORECASTING UNCERTAINTY 

A prediction interval is a quantization of the 

uncertainty on a prediction. It provides a 

probabilistic upper and lower bounds on the estimate 

of an outcome variable . To evaluate this uncertainty 

prediction intervals on LR  is performed. Among two 

machine learning models in general, SVM performs 

better in LR cases. 

 

VI. CONCLUSION 

 

The precariousness of the COVID-19 pandemic can 

ignite a massive global crisis. Some researchers and 

government agencies throughout the world have 

apprehensions that the pandemic can affect a large 

proportion of the world population . In this study, an 

ML-based prediction system has been proposed for 

predicting the risk of COVID-19 outbreak globally. 

The system analyses dataset containing the day-wise 

actual past data and makes predictions for upcoming 

days using machine learning algorithms. The results 

of the study prove that LR and SVM perform best in 

the current forecasting domain given the nature and 

size of the dataset. According to the results of these 

two models SVM produces best results in all scenarios 

because of the ups and downs in the dataset values. 

The system has analysed Covid-19 data set for risk 

predictions in upcoming days using machine learning 

algorithms such as Linear Regression and Support 

Vector Machine. From the observations it is found 

that SVM perform forecasting with better accuracy 

than Linear Regression. From the experimental result 

it is observed that SVM based model has produced 

Precision-93%, Recall-93%, F1score-87% and 

Accuracy 93% .The combination of LR and linear 

SVM is an effective way to improve forecasting 

performance. In future efforts can be made to 

improve the accuracy of proposed system and the 

system will be improved to perform real time live 

forecasting. 
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