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ABSTRACT 

 

In this article we propose to place our work in a Markovian framework for 

unsupervised image segmentation. We give one of the procedures for 

estimating the parameters of a Markov field, we limit the work to the EM 

estimation method and the Posterior Marginal Maximization (MPM) 

segmentation method. Estimating the number of regions who compones the 

image is relatively difficult, we try to solve this problem by the K-means 

Histogram method. 

Keywords: Unsupervised Segmentation, EM algorithm, K-means, Histogram 

Markov, MPM 

 

 

I. INTRODUCTION 

 

The image segmentation is the division of an image 

into regions or categories which correspond to 

different objects or parts of objects. Every pixel in an 

image is allocated to one of a number of these 

categories. 

 

Many segmentation approaches can be found in the 

literature generally classified into three basic groups 

[1], segmentation based on edges and segmentation 

according to regions. Recently several other 

categories have been considered such as color-based 

techniques [2] , neural networks and fuzzy logic [3] 

and genetic algorithms [4] & [5]. In the case of 

unsupervised segmentation, the statistical properties 

of the classes are unknown and must be estimated. 

The EM/MPM algorithm is a stochastic algorithm 

which this paper addresses the problem of segmenting 

images. The method we used EM/MPM combines the 

expectation-maximization (EM) algorithm for 

parameter estimation with the MPM algorithm for 

segmentation and the algorithm initialize by the K-

means Histogram method. We describe the method in 

Sections II and present the experimental results in 

Section III, followed by our conclusions. 

 

II. MARKOVIAN RANDOM FIELD MODEL TO 

SEGMENTATION 

 

Markov fields have been used for twenty years now 

in image processing and are now part of the basic 

techniques of this discipline. Originally born in the 

context of statistical physics to study phase transition 
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phenomenon, they are quickly applied to two-

dimensional networks that make up images. The first 

models are restricted by causal constraints and 

therefore limited until the founding article by Geman 

in 1982 [6], which really opens up their use in image 

processing. This use will increase over the years and 

will give rise to a great deal of research into the 

problems that their use gives rise to calculation of 

model parameters, simulation techniques and the 

search for quick solutions, etc.. Alongside this still 

topical work, new research has begun dedicated to 

higher-level tasks and aimed at the interpretation of 

images. The use of Markovian techniques in image 

processing remains today a fundamental point in the 

field of segmentation, restoration or even stochastic 

modeling. 

 

Markov fields are used to extract local contextual 

information from an image. For these models, the 

intensity of each pixel depends only on the gray level 

of the neighboring pixels. They define a very efficient 

method for defining nonlinear interactions between 

parameters of the same or different nature, such as 

gray level and spatial position. They have been 

applied to image segmentation. 

A. The EM/MPM segmentation 

The stochastic method of unsupervised EM/MPM 

image segmentation was originally proposed by 

Comer and Delp [7] , the observed data is the 

observed image, given by 𝑌 = 𝑌1, … , 𝑌𝑁  and the label 

field 𝑋 = 𝑋1, … , 𝑋𝑁  is the missing data, 𝑋 and 𝑌 are 2D 

random fields of a rectangular grid 𝑆 with 𝑁 variables. 

According to Bayes Theorem, the posterior 

probability 𝑃𝑋|𝑌  is proportional to the prior 

probability 𝑝𝑋 times a likelihood function 𝑓𝑌|𝑋. 

 Hence: 

 

 𝑃𝑌|𝑋(𝑌|𝑋, 𝜃) = 𝑝𝑋(𝑋) ∗ 𝑓𝑌|𝑋(𝑌|𝑋, 𝜃)        (1) 

   

where 𝜃is the parameter array for the model ,  𝑦 =

𝑦1, … , 𝑦𝑛  and 𝑥 = 𝑥1, … , 𝑥𝑛  are sample realizations of 

𝑌  and 𝑋   respectively. Each 𝑥𝑠  can be assigned the 

value of a label 𝑘 = 1, … , 𝐿with 𝐿 being the number 

of labels previously defined. On the other hand, 𝑦𝑠 are 

grey levels in the range 0, … ,255. 

 

The segmentation methods seeks to find an estimate 

for the label field x through the MPM optimization 

method, whose minimization criterion is the expected 

number of mislabelled pixels. As an unsupervised 

segmentation method, the EM algorithm is then 

employed to estimate the parameters 𝜃 of the model. 

In the original formulation proposed by Comer and 

Delp [7] for image segmentation, the probabilit 

𝑓𝑌𝑠|𝑋∀𝑠 ∈ {1, … , 𝑁} is considered a normal distribution 

that only depends on 𝑋𝑠 . 

 

Hence: 

 
𝑓𝑌|𝑋(𝑌|𝑋, 𝜃) = ∏ 𝑓𝑌𝑠|𝑋,𝜃(𝑦𝑠|𝑋, 𝜃)

𝑁

𝑠=1

 
 

                 

= ∏
1

√2𝜋𝜎𝑥𝑠
2

𝑁

𝑠=1

exp (−
(𝑦𝑠 − 𝜇𝑥𝑠

)
2

2𝜎𝑥𝑠
2 ) 

 

(2) 

 

The array of parameters 𝜃 are the means and variance 

of each label, ie. 𝜃 = [𝜇1, 𝜎2, … , 𝜇𝐿 , 𝜎2𝐿].  

The 𝑝𝑋  distribution of the label fiels is a Markovian 

random field which is according to the Hammersley-

Clifford theorem a mass function of the conditional 

conversation given as a Gibbs distribution. 

 
𝑃(𝑋 = 𝑥) =

1

𝑍
exp(−𝑈(𝑥)) 

 

(3) 

where 𝑍  is a normalisation factor and 𝑈(𝑥)  is an 

energy function in the form: 

 

 𝑈(𝑥) = ∑ 𝛽𝑡(𝑋𝑟

{𝑟,𝑠}∈𝐶

, 𝑋𝑠) + ∑ 𝛾𝑋𝑟

{𝑟}∈𝐶

  

(4) 

𝛽     = weighting factor for amount of spatial 

interaction 

𝛾𝑋𝑟
=  cost factor for class k, used for ultrasound 

attenuation. 
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The EM algorithm has been successfully used for 

estimating Gauss parameters 𝜃 during the EM/MPM 

segmentation. EM iterates through two steps. First the 

expectation step creates the current estimates of the 

hyper-parameters 𝜃, then the maximization step.  

If  𝜃𝑝 is the estimation of 𝜃 at the  𝑝th iteration, then 

the expectation function at 𝑝th iteration is: 

 

 𝑄(𝜃, 𝜃𝑝−1) = 𝐸[log 𝑓(𝑦|𝑥, 𝜃)|𝑌, 𝜃𝑝−1]

+ 𝐸[log 𝑝(𝑥|𝜃)|𝑌, 𝜃𝑝−1] 

(5) 

B. Initialization of classes 

 

The class initiation step consists of a preprocessing 

aimed at initializing the parameters of the EM 

algorithm and ensuring better identification of the 

mixture. In this context, several methods have been 

developed, the most popular are those of K-means and 

Histogram.  

 

However, the main limitation of the K-means method 

is also the dependence of the results on the starting 

values (initial centers). Each initialization corresponds 

to a different solution (local optimum) which can in 

certain cases be very far from the optimum solution 

(global optimum). 

 

In this part two techniques are applied: 

The first one is to calculate the histogram of the 

image, detect the histogram peaks and provide their 

corresponding gray levels; 

The second consists in carrying out a pre-

segmentation using the K-means method and the 

results of the first method. 

C. Segmentation Algorithm Process 

 

Phase 1: given an original image, calculate his 

histogram and initialize the mean and the deviation, 

using the K-means algorithm; 

Phase 2: using the EM algorithm, we estimate θ, 

when the final estimate θ of the parameters is 

obtained;  

Phase 3: Ordinary segmentation is carried out 

(supervised segmentation) with known parameters 

using the MPM algorithm. 

 

III. RESULTS AND DISCUSSION 

In order, to examine the effectiveness of the method 

described above, we present his practical side in this 

part. As in many image segmentation problems, 

validating the results obtained is a delicate problem. 

To do this, we first used computer-generated images 

whose segmentations we know in order to assess the 

performance of our system. Then, we applied this 

technique to real images. 

 

In order to assess the performance of our algorithm, 

we compared it to three other classical segmentation 

methods, the tests are carried out under Matlab. 

Our first experiment is carried out on the synthetic 

image SAVOISE  from the GDR 134 bank. SAVOISE 

is made up of 6 regions of different shapes and colors. 

 

 

 

Figure 1: Savoie image Segmentation result 
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The correct classification rate calculated using the 

PRI index for this result is 88%. The visual assessment 

is equally satisfactory as it corresponds region by 

region to the original image. The image has been 

tested with several values of K, the best result is 

obtained with K = 4. 

The second experiment is performed on a variety of 

real-world test images taken from the Berkeley base. 

This database contains 300 real world images of 481 × 

321 or 321 × 481 size, available in color or grayscale. 

 

 

a 

 

 

 

b 

 

 

 

c 

 
 

 

d 

  
 

Figure 2 : Segmentation results on images from the 

Berkeley database 

The numerical evaluation of these results obtained 

using the PRI index is noted in the following table: 

 

                  Table 1:  Performance measures 

 

 Estimated 

class number 

PRI 

(%) 

Execution time 

(in seconds) 

Image a 4 0.77 1.689 

Image b 5 0.68 1.452 

Image c 5 0.88 1.352 

Image d 3 0.83 1.475 

  

The quantitative evaluation reinforces the perceptual 

quality of the results. The comparison of the results 

obtained with the semantic segmentation carried out 

by the experts shows interesting scores that can go up 

to 88% of good classification rate. The estimated 

number of classes also remains reasonable. On the 

other hand, we notice that the lowest score was 

registered by images 2, which is equal to 68% good 

classification rate. This is due to the small variation in 

hue between regions. 

 

IV. CONCLUSION 

This article describes a probabilistic approach for 

unsupervised image segmentation. It differs from 

other approaches by using the Kmeans-Histogram 

method proposed in the previous chapter to quickly 

produce a first segmentation which serves as an 

initialization for a statistical model MRF (Markov 

Random Field). 

The performance evaluation of the proposed method 

is established by comparing the segmentation of 

synthetic images as well as real images with the 

semantic segmentation carried out by the experts, 

which makes it possible to establish a visual 

evaluation. But we also performed quantitative 

measurements of two commonly used segmentation 

assessment criteria the PRI. 

 The experimental results have shown that the quality 

of the segmentation carried out by the proposed 

multi-thresholding method is satisfactory. 
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