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ABSTRACT 

 

A non-invasive technique using knee joint vibroarthographic (VAG) signals 

can be used for the early diagnosis of knee joint disorders. Among the 

algorithms devised for the detection of knee joint disorders using VAG signals, 

algorithms based on entropy measures can provide better performance. In this 

work, the VAG signal is preprocessed using wavelet decomposition into sub 

band signals. Features of the decomposed sub bands such as approximate 

entropy, sample entropy & wavelet energy are extracted as a quantified 

measure of complexity of the signal. A feature selection based on Principal 

Component Analysis (PCA) is performed in order to select the significant 

features. The extracted features are then used for classification of VAG signal 

into normal and abnormal VAG using support vector machine. It is observed 

that the classifier provides a better accuracy with feature selection using 

principal component analysis. And the results show that the classifier was able 

to classify the signal with an accuracy of 82.6%, error rate of 0.174, sensitivity 

of 1.0 and specificity of 0.888.  

Keywords : Vibroarthrography, Wavelet decomposition, Feature extraction, 

Principal Component Analysis, support Vector Machine.                                                                                                                                                                                                                                                         

 

I. INTRODUCTION 

 

The number of financial institutions introducing 

and growing their electronic banking products and 

services is increasing all the time. Each financial 

institution's long-term goal is to maintain existing 

clients while also acquiring new customers who are 

not now customers. Know Your Customer (KYC) is a 

regulatory-approved structure that is used in manual 

banking to restrict the monetary behaviour of 

customers as well as their perception of the 

organisation. There are locations where investor 

clients are exposed to a high level of risk, while other 

areas are exposed to medium risk, and the remaining 

areas have a safe haven where they can invest. In the 

current state of affairs, credit risk for a counterparty 

can be classified into two categories: quantitative and 

subjective factors. Despite the fact that there are 

numerous existing frameworks on customer 

maintenance, as well as client steady loss situations in 

banks, these comprehensive strategies continue to 
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provide a clear and defined strategy to deal with 

dispensing credit in the commercial area [1] [2, 3]. 

Because of the large number of publicly available 

advanced text sources, automated text classification 

has become a popular research area. In a wide range 

of applications, text classification is beneficial, such as 

web searching, opinion mining [2], and event 

detection. The use of target-dependent sentiment 

analysis on Twitter has drew increased attention to 

the field of exploration. The majority of previous 

work is based on linguistic structure, such as artificial 

parse trees, which are susceptible to noise when 

dealing with informal material such as tweets. 

When dealing with the instabile development of 

client-produced interactive media assets in the vast 

information period, bridging the semantic gap 

between low-level highlights and significant level 

semantics in various methods of information is both a 

fundamental and needless concern. In this study [3], 

the authors take advantage of a well-known type of 

information known as collaborative tags to overcome 

this issue. In particular, they distinguish between 

essential level ideas and then build ontologies from 

the cooperative labels, as seen in the following figure. 

The ontologies that have been built can be used to 

organise and index media information that has been 

created by clients. Existing exploration does not have 

a guiding principle that directs the extraction of 

philosophy from a human point of view. 

In recent years, a few frameworks have been 

developed that allow clients to evaluate and clarify 

assets. These frameworks believe that combining the 

client's rating and tags provides an approach to 

distinguishing between favourable and bothersome 

tags. Using momentum work on client profiling for 

tailored search in community-oriented tagging 

frameworks, we identify and elaborate on the 

limitations of the work presented in this study. 

Another staggered client profile strategy, 

incorporating tags and ratings to achieve tailored 

search, is then proposed [4]. This model can show 

both the client's approval as well as the client's 

dissatisfaction. 

Even after decades of research, distinguishing 

between similar languages remains a difficult 

problem–no known system has achieved flawless 

performance. The models described in this research 

once again demonstrate that classical models, such as 

support vector machines (SVMs), outperform deep 

learning techniques on this problem [5, 6]. 

Native Language Identification (NLI) is the job of 

intuitively recognising an individual's native language 

(L1) based on their language production in a learnt 

language, which is dependent on their language 

creation in a native language. It is often described as a 

classification problem in which the layout of L1s has 

been deduced from previous knowledge. Two 

previous collaborative tasks on NLI were organised, 

with the goal of distinguishing the L1 of students of 

English based on writings (2013) and oral reactions 

(2016) they provided during a standardised appraisal 

of scholastic English proficiency. The inputs from the 

two previous problems are combined in an intriguing 

way in the 2017 common task [6]. 

 

II.  LITERATURE SURVEY 

 

A. Customer Analysis 

Given the significance of customers as the most 

important resources of associations, customer 

maintenance is by all accounts a fundamental, 

essential prerequisite for any association. Banks are no 

special case for this standard. The serious climate 

within which electronic banking administrations are 

given by various banks increases the need of customer 

maintenance. Being founded on existing information 

advancements which permit one to gather 

information from associations' data sets, information 

mining introduces a useful asset for the extraction of 

knowledge from gigantic measures of information. In 

this examination [7], the decision tree procedure was 

applied to construct a model incorporating this 

knowledge. Bank directors can recognize churners in 
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future using the consequences of decision tree. They 

ought to give a few procedures to customers whose 

highlights are getting bound to churner's highlights. 

This investigation [8] reveals the impact of the length, 

recency, frequency, monetary, and profit (LRFMP) 

customer esteem model in a coordination’s 

organization to anticipate customer beat. This special 

context has valuable business suggestions contrasted 

with the main stream customer stir examines where 

individual customers (instead of business customers) 

are the main core interest. 

 

Analyzing customer input is the most ideal approach 

to channelize the information into new marketing 

techniques that advantage business visionaries just as 

customers. Hence a computerized framework which 

can examine the customer conduct is in incredible 

interest. Clients may compose inputs in any language, 

and subsequently mining suitable information 

regularly gets intractable. Particularly in a 

conventional element based regulated model, it is 

hard to fabricate a nonexclusive framework as one 

needs to comprehend the concerned language for 

finding the pertinent highlights [9]. 

 

B. Personal Finance Management 

The situated decision support system (SDSS) model is 

a type of DSS that maintains close links with the 

target environment and has capabilities for sensing, 

monitoring, decision support, and limited decision 

making, action generation, and implementation. Yet, 

however a conventional portrayal of SDSS had been 

given, no experimental test has been made to 

demonstrate its worth. Creator [10] performed tests 

using human subjects to test a SDSS model. Personal 

finance management was chosen as an application 

domain, and the design and implementation of the 

SDSS prototype is discussed. 

 

 

 

 

C. Open Banking European Regulation 

The paper breaks down [11] these four columns and 

recommends that together they will underpin the 

eventual fate of advanced financial administrations in 

Europe, and – together – will drive a Big Bang 

progress to information driven finance. These 

seemingly random columns together reinforce an 

emerging environment which expects to advance an 

equilibrium among a scope of some of the time 

conflicting targets, including foundational hazard, 

information security and security, productivity, and 

customer assurance. The European path to 

digitization is based on four pillars: 

1. Extensive reporting requirements to control 

systemic risk and change financial sector behaviour; 

2. Strict data protection rules;  

3. Open banking to enhance competition; and  

4. A legislative framework for digital identification.  

In this line, the Second Payments Services Directive6 

(PSD 2) empowers customers to make their banking 

data available to third parties such as FinTech 

companies. In essence it paves the way for new 

banking products and services, by promoting 

competition without compromising security.  

 

D. Text Classification 

Ongoing analysts have utilized convolutional neural 

networks or intermittent neural networks for text 

classification inspired by the observable achievement 

of deep learning. Notwithstanding, the greater part of 

their models depend on single network. This paper 

[12] combines the convolutional neural network 

(CNN) that is worthwhile in extracting neighborhood 

highlights with the intermittent neural network, or 

all the more explicitly, the Long Short-Term network, 

that has amazing memory, and proposes a 

Convolutional Recurrent Neural Network model for 

text classification. 
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Sentiment analysis of short texts, for example, single 

sentences and Twitter messages is challenging a direct 

result of the restricted contextual information that 

they typically contain. Successfully solving this 

errand requires techniques that combine the small 

text content with earlier knowledge and utilize 

something beyond pack of-words. In this work [13] 

propose another deep convolutional neural network 

that misuses from character-to condemn level 

information to perform sentiment analysis of short 

texts. 

 

Transductive classification is a valuable method to 

classify texts when labeled training models are 

insufficient. A few algorithms to perform transductive 

classification considering text assortments addressed 

in a vector space model have been proposed [14]. 

Nonetheless, the utilization of these algorithms is 

impractical in functional applications because of the 

independence presumption among instances or terms 

and the drawbacks of these algorithms. Network-

based algorithms come up to stay away from the 

drawbacks of the algorithms dependent on vector 

space model and to improve transductive 

classification. 

 

By and large, word use is distinctive depending on the 

context of reports, and it is sensible for words to 

coincide with different words sharing similar context 

in the two archives having a comparative meaning. At 

the end of the day, the co-event esteem between 

words in the various archives indicates a closeness of 

these records which have similar context or 

substance. By using a combination of words increases 

tokens, and [15] expect that we will actually want to 

get a handle on sensitive highlights like context. 

 

The [16] present ALL-IN-1, a simple model for 

multilingual text classification that does not require 

any parallel data. It is based on a traditional Support 

Vector Machine classifier exploiting multilingual 

word embedding’s and character n-grams. 

 

In this Article [17] describe a novel system that 

combines Natural Language Processing techniques 

with Machine Learning algorithms to classify banking 

transaction descriptions for personal finance 

management, a problem that was not previously 

considered in the literature. They trained and tested 

that system on a labeled dataset with real customer 

transactions that will be available to other researchers 

on request. Motivated by existing solutions in spam 

detection, also propose a short text similarity detector 

to reduce training set size based on the Jaccard 

distance. 

 

III. PROPOSED METHODOLOGY 

 

A. Dataset Description 

The dataset downloaded from 

https://data.world/lpetrocelli/retail-banking-demo-

data/ 

The entries of the dataset have the following 

attributes: 

1) ID: a unique numeric identifier. 

2) Description: the BT short-text description. 

3) Amount: the amount in euros of the BT, either 

positive (income) or negative (expense). 

4) Date: the date when the BT occurred. 

B. Proposed System 

Following fig. 1 shows the proposed system 

architecture. System uses Banking transaction having 

short text description as input dataset. Our proposed 

approach has four stages, as described in Figure 1: (1) 

Preprocessing (data cleaning), (2) Similarity Finding 

(Cosine Similarity) (3) Modeling (Features extraction 

and model training), and (4) classification (BERT). 

Proposed approach uses BERT Machine Learning 

algorithm for classification, by distinguishing the end-

to-end machine learning model from multi-label 

knowledge. 

Preprocessing 

Text descriptions may still contain useless 

information that may affect text classification 

https://data.world/lpetrocelli/retail-banking-demo-data/
https://data.world/lpetrocelli/retail-banking-demo-data/
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performance. To improve the classification 

performance, the input dataset is clean using 

stemming and stopwords removal processes. 

 

Similarity Finding 

Cosine similarity measures the similarity between 

two vectors of an inner product space. It is measured 

by the cosine of the angle between two vectors and 

determines whether two vectors are pointing in 

roughly the same direction. It is often used to 

measure document similarity in text analysis. Cosine 

similarity is computed using the following formula:  

 
Values range between -1 and 1, where -1 is perfectly 

dissimilar and 1 is perfectly similar. 

 

Classification 

BERT and other Transformer encoder architectures 

have been wildly successful on a variety of tasks in 

NLP (natural language processing). They compute 

vector-space representations of natural language that 

are suitable for use in deep learning models. BERT 

models are usually pre-trained on a large corpus of 

text, then fine-tuned for specific tasks. 

 

 
Fig. 1 Proposed System Architecture 

 

IV. CONCLUSION 

 

In this paper, we present a unique framework for 

categorising financial transactions based on short 

textual descriptions. Comparing our framework to 

existing algorithms for brief text classification, we 

find that it has two distinct advantages: For the 

purpose of avoiding mismatches, it compares the 

similarities of short texts from the perspective of their 

concepts. ii) Less training data is required to learn the 

concept model for each class because only a small 

number of phrases are capable of representing a single 

concept. Because of these characteristics, it is well 

suited for lightweight systems that must deal with 

brief texts and have strict requirements for fast 

learning and word altering adaptations. The 

categorization work was carried out with the help of 

the BERT classifier. 
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