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ABSTRACT 

 

Nowadays, people faced a  problem of face swapping images and forged videos, widely known as the 

Deepfakes. These kind of images and videos  are being circulated on social media , freely causing problem  

peoples privacy. Some deepfake images  are very hard to distinguish from original ones and cannot be 

identified by human eye.  This concept of fabrication and manipulation of digital videos and images are not 

new. This paper  discusses about the fact of face swapping algorithms  , their impact on the media, a review of 

deepfake  and its development over the years. Conclusion of this paper offers recommendations based on the 

analysis.   
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I. INTRODUCTION 

 

In the recent times, multimedia is used as a tool for alteration and manipulation. This altered and manipulated 

multimedia is freely circulated on the social media platforms without any hesitation [7]. The concept of 

deepfake was invented in 2014 by Ian Good fellow. Deep fakes are produced using Artificial Intelligent (AI) 

applications and Machine Learning that merge, combine, replace, and superimpose images and video clips to 

make fake videos that appear as if they are original ones [2]. 

Recently Social Networking sites like FaceBook and Instagram have announce their policy in January 2020 

regarding banning of deepfake videos. There are many examples of Superimposing someone’s face with 

someone else’s. Specially faces of celebrities are used for this purpose to tarnish their image in society. Like in a 

photo the U.S.A. president Lincoln’s head was swapped with politician John Calhoun’s was produced in mid- 

19th century. 

A study recently published in Cognitive Research[1] tried to measure people’s ability to recognize whether a 

photo has been manipulated or not. The study showed that only 62% to 66% of the photos were correctly 

classified as original or manipulated ones. In a similar study published by Harisha et al  [2] that  only 58% of 

the images were correctly classified as original  and only 46% of the images were identified as manipulated 

ones. The threat represented by widespread image forgery has stimulated intense research in multimedia 

forensics. Because of this we need an automatic algorithms for better detection of original and manipulated 
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images than humans. For example, in the first IEEE Image Forensics Challenge, detection accuracies beyond 90% 

were obtained by means of a machine learning approach with a properly trained classifier [3]. 

However, when the idea of neural network became popular, people began to use this technology in their 

everyday life. Subsequently, these techniques have been used by artists, pranksters and many others to create a 

collection of audio and video files depicting high-profile leaders, like Donald Trump Vladimir Putin and Barack 

Obama, saying things they never did. The trend has inevitably instilled fears within the national security 

community. Same technology was also used to create forged pornographic content, which was a threat to 

society. 

After examining the technical literature available on deepfakes in order to assess the threat they pose, the paper 

draws two conclusions. Firstly, generating crude deepfakes for malicious use will become easier with time as 

the technology commodifies.  At the same time though, the current situation of deepfake detection suggests 

that we can largely keep these fakes at bay. Secondly, the greater threat will come from tailored deepfakes 

produced by technically sophisticated actors.  

People in general have a broad, vague fear that synthetic media will eventually destroy our ability to identify 

the real from the fake. According to one New York Times op-ed writer in 2019: “Deepfakes Are Coming. We 

Can No Longer Believe What We See.” 

Face-swapping involves the automatic replacement of a face in a video or image with another face where the 

identity of the person in the video changes. This original face-swapping method can be dated back to a Reddit 

user post in 2017 [10]. Faceswap-GAN is a popular face swap method [8]. Based on the original deepfakes 

method, Faceswap-GAN adds antagonistic and perceptual loss to the result of the automatic coding system. 

Adding counter losses improves the reconstruction quality of the generated image. The addition of perceptual 

loss improves eye orientation and aligns the face of the generated image with the input image. This method is 

an optimized version of the original deepfakes approach [1]. 

 

II. TECHNOLOGY USED 

 

Most of the deepfakes are created with powerful graphics cards  or with better  computing power. This reduces 

the time interval from days and weeks to hours. But it takes expertise, too,not least to the touch up completed 

videos to scale back flicker and other visual defects. That said, many tools are now available to assist people 

make deepfakes. Several companies will make them for you (deepfakesweb.com) and do all the processing 

within the cloud. There’s even a mobile app, Zao which lets users overlap their faces to a long list of TV and 

movie characters on which the system has trained. [2] 

Similarly, government discourse on these issues have been shaped by broad concerns.  The chairman of a 

congressional committee, after listing some possible malicious uses at a hearing on the matter, acknowledged 

that it is not too difficult to imagine even more horrifying scenarios that would leave the government, the 

media, and the public struggling to identify real from fake in future. 

Since deep neural networks have been widely used in various recognition tasks, we can also adopt a deep 

neural network to detect fake images generated by the GANs. Recently, the deep learning-based approached 

for fake image detection using supervised learning has been studied. In other words, fake image detection has 

been treated as a binary classification problem (i.e., fake or real image). For instance, the convolution neural 

network (CNN) network was used to develop the fake image detector [9,10]. In [11], the performance of the 

fake face image detection was further improved by adopting the most advanced CNN–Xception network [12]. 
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In [13], a manipulated face detection algorithm was proposed based on a hybrid ensemble learning approach. 

However, none of these studies has investigated the fully generated image, but instead, they have been focused 

only on partial manipulation of face images; thus, they cannot be used to detect the fully generated fake images. 

Many GANs have been proposed in recent years. Some of the recently proposed GANs [1–3,14–18] have been 

used to produce photo-realistic images. To develop a fake image detector, it is necessary to collect all of the 

GAN’s images as the training set for deep neural networks to achieve the promising performance. However, it 

is difficult and very time-consuming to collect the training samples generated by all the GANs. In addition, 

such a supervised learning strategy [9–11] tends to learn the discriminative features of fake images generated by 

all the GANs, and as a result, the learned (trained) detector may not have a good generalization ability. In other 

words, the learned detector will be unable to recognize the fake images generated by the GANs that were not 

included in the detect or training process. To meet the current requirement for the GANs-based generator of 

fake image detection, WorkuMuluyeWubet proposed a modified network structure, including a pairwise 

learning approach, called the common fake feature network (CFFN)[4]. 

There is also positive use of deepfakes such as creating voices of those who have lost theirs or updating episodes 

of movies without reshooting them [14]. However, the number of malicious uses of deepfakes largely 

dominates that of the positive ones. The development of advanced deep networks and the availability of large 

amount of data have made the forged images and videos almost indistinguishable to humans and even to 

sophisticated computer algorithms. The process of creating those manipulated images and videos is also much 

simpler today as it needs as little as an identity photo or a short video of a target individual. Less and less effort 

is required to produce a stunningly convincing tempered footage. Recent advances can even create a deepfake 

with just a still image [5]. 

Additionally, several techniques to detect videos containing facial manipulations have been presented. While 

some of these methods focus on detecting videos containing only DeepFake manipulations, others are designed 

to be agnostic to the technique used to perform the facial manipulation. The work presented in [30, 31] use a 

temporal-aware pipeline composed by a Convolutional Neural Network (CNN) and a Recurrent Neural 

Network (RNN) to detect DeepFake videos. Current DeepFake videos are created by splicing synthesized face 

regions onto the original video frames. This splicing operation can leave artifacts that can later be detected 

when estimating the 3D head pose. The authors of [32] exploit this fact and use the difference between the 

head pose estimated with the full set of facial landmarks and a subset of them to separate DeepFake videos from 

real videos. This method provided competitive results on the UADFV [33] database. The same authors proposed 

a method [34] to detect DeepFake videos by analyzing the face warping artifacts. The authors of [20] detect 

manipulated videos generated by the DeepFake and Face2Face techniques with a shallow neural network that 

acts on mesoscopic features extracted from the video frames to distinguish manipulated videos from real ones. 

However, the results presented in [21] demonstrated that in a supervised setting, several deep network based 

models [35, 36, 37] outperform the ones based on shallow networks when detecting fake videos generated with 

DeepFake, Face2Face, FaceSwap, and Neural Texture[7]. 

 

III. THREE SIGNIFICANT FACTORS  

 

Three key factors that will shape the use of technology in future are - the compelling feature of ML-driven faux 

media, the operational requirements of using the technology, and the risks of identification and detection 

raised by using deepfakes. 
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A. Advantage: Compelling Feature  

Deepfakes give a unique opportunity to the online campaigner in order to create deceitful content. ML-based 

duping can generate strikingly realistic portrayal of individuals Center for Security and Emerging Technology 3 

and situations.  Especially, deepfakes can replicate subtle and minute details like convincing facial tics or 

realistic shadows for a fake object pasted into an image identifying fake images becomes extremely difficult due 

to these details. Nonetheless, these fakes are enough to bring confusion and suspicion about the targeted 

individual or situation. Numerous examples of crudely produced fakes which are widely circulated and 

perceived as real can be abundantly found on the internet. Consider the 2019 video of Speaker of the House 

Nancy Pelosi that spread extensively through social media, purporting to show Pelosi either drunk or suffering 

from some kind of mental deterioration. No ML was used in this case. The video was produced simply by 

slowing down a real video of Pelosi speaking at an event. 

The need to achieve visual realistic fakes is clearly not required for successful hoaxes by malicious actors.  The 

more important factor in the success of a hoax image is clearly based on “motivated reasoning” i.e. the tendency 

to accept information confirming pre-existing prejudices.  Hence, deepfakes is in fact an unappealing method 

for spreading false descriptions, especially when you weigh the costs and risks involved in using this 

technology. 

 

B. Expenditure: Operational Requirements 

Maligning disinformation campaigns will have to bear certain operational costs in order to adopt ML. 

Invariably, creating high-performance AI systems needs access to a sufficient training data (enabling a machine 

to learn how to accomplish a given task) and computational power (the hardware needed to execute the 

training process). With respect to the depiction of the content of the deepfake, inevitable and high expenditure 

will be incurred for acquiring the training data, structuring it properly, and running the training process. At 

the same time, it is becoming more and more convenient to work with software platforms with integrated 

deepfake technologies. For example, no technical expertise is required on the users’ end in order to work on 

easy-to-use, ML-driven software that can remove one face from an image or video and insert another, also 

commonly known as “face swap”. 

 

C. Perils: Algorithmic Detection 

Avoiding public exposure is preferred by influence operations. An influence campaign can be “deplatformed” 

by social media companies by discovering, deleting accounts and hampering access to users by malicious actors. 

By using deepfakes, in fact online influence operations may increase their risk of exposure. Hence, deepfakes 

may contain a kind of “fingerprint,” which allows investigators to link together all media from a given 

disinformation campaign. Investigators, in turn, can trace the campaign to a specific source and alert the public. 

The distribution of their content through intermediaries, such as Facebook, Twitter, and YouTube. As fears 

over deepfakes have escalated, these platforms have created new policies prohibiting the use of certain kinds of 

synthetic media. These policies will use detection algorithms for enforcement, given the massive scale of 

content uploaded and shared on social media.  By choosing to distribute deepfakes, influence operations run 

the risk of their messaging being quickly taken down or flagged as suspicious on these platforms. These 

increased risks of exposure and detection may make deepfakes a less attractive means of spreading false 

narratives than existing methods. Manually copying content from many sources and editing media as needed 

may avoid the consistent “fingerprints” left by ML models. 
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The adoption of deepfakes for disinformation purposes will therefore depend on more than the costs of 

producing this content and its likely impact on the target audience. It will also depend on the speed of 

improvement in deepfake detection and the adoption of detection technologies by online platforms, 

governments, and everyday users. 

 

IV. ANALYSIS 

 

Three key factors determine whether and how online influence operations will use deepfakes: 

 

What can be depicted in a deepfake:  

1) Disinformation actors will adopt ML only if it creates synthetic media likely to shape public perceptions or 

cast doubt in the minds of a target audience. 

2) The computational, human, and data requirements of generating deepfakes.: High costs of production will 

make deepfakes less attractive relative to manual methods, while low production costs will make them 

more attractive. 

3) The effectiveness of detection systems: The ability to detect deepfakes at low cost makes ML less attractive 

to disinformation actors, while ineffectual or high costs to detection make it more attractive. 

 
V. THE STATE OF PLAY 

 

The state of the ML field will define the persuasive capacity, operational requirements, and detection risks of 

deepfakes. 

 

1. Deepfake Creation 

Deepfakes must meet two criteria in order for online influence campaigns to use them. First, the operational 

costs of producing a deepfake—buying hardware, acquiring data, and hiring expert engineers—must not be 

overly onerous. Second, deep generative models must be able to successfully produce the faked media an 

influence campaign seeks to distribute. 

 

2. How to Build a Deepfake 

Deepfakes are one specific application of ML, a field focused on the development of algorithms that improve as 

they process data. This processing results in a trained “model,” a piece of software that ideally accomplishes the 

desired task. The first step is to bring together a training dataset of both tagged photographs of faces and 

photographs containing no faces. 

The ML algorithm learns from the provided examples to associate the images containing a face with the tag 

“face” and images without faces with the tag “no face.” This model gains a limited “understanding” of what a 

face looks like through the training process. This level of “understanding” is referred to in the field as a 

representation. Representations are at the core of how ML creates synthetic media. 

Specifically, engineers create faked media using a generative model—a class of models that can produce novel 

data similar to that used to train the system in the first place. This representation can then produce new images 

of faces that have never existed. The imitations produced by deep generative models are the “deepfakes” 

sparking public concern. This is an extremely active area of research: numerous models have been proposed in 
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recent years that adopt different approaches with varying strengths and weaknesses. Some of the most 

prominent examples focus on the generation of images, including Glow (2018), PixelCNN (2016), NADE (2016), 

and DRAW (2015)[22-28]. 

One technique a major source of the “deepfakes” most widely circulated beyond the research community is 

known as generative adversarial networks, or GANs. . Therefore, a GAN with a discriminator trained on images 

of faces would produce a generative network that can create novel, synthetic images of faces. 

 

3. Costs and Capabilities 

Examining the technical literature on generative models helps determine the resources required to produce a 

high-quality deepfake, and the range of different kinds of faked media that can be generated.With models 

trained 10 Center for Security and Emerging Technology on faces, malicious actors might seek to produce 

believable profile photos for fake accounts on social media platforms or to create a false narrative around a 

made-up individual. One widely-cited paper from 2017 illustrates that state-of-the-art GANs can produce 

realistic, synthetic face images up to a 1024 x 1024 pixel resolution. 

A disinformation campaign unwilling to deal with the cost and complexity of creating a deepfake from scratch 

could obtain a pre-trained model created by someone else. Increasingly, pre-trained models are being open-

sourced or embedded in software for use by laypeople. Today, the basic technology for creating fake swaps is 

now freely available in open-source software repositories online.48 Freely or cheaply available generative 

models for creating a range of different fakes will likely become the norm as the knowledge to create deepfakes 

grows more widespread. 

Online influence campaigns will not make the decision to use deepfakes in a vacuum. . Disinformation 

campaigns will avoid easily detectable deepfakes in favor of ones harder to identify. 

 

VI. CONCLUSION 

 

A dramatic demonstration in the lab often reveals little about how a technology will be used in the real world. 

Deepfakes are no exception. While the use of ML to produce sharp, high-fidelity synthetic media is an 

impressive technical feat, the incentives of malicious actors will shape the ultimate threat the technology poses. 

Policymakers and national security researchers should avoid giving in to hype, but rather take precautions 

when sensible. 

Deepfakes are not magic: ML is not yet so advanced that it can effortlessly conjure up fake scenes 

indistinguishable from reality. There is a real cost in using ML. Training data, computational power, and 

technical expertise must all be assembled to use it effectively. Limitations in the methodology constrain what 

fakes can be made, and how quickly they can be generated. Moreover, constantly evolving detection methods 

can make synthetic media easier to identify “in the wild.” These real, somewhat humdrum considerations 

provide crucial hints toward how a disinformation campaign is likely to use this technology to manipulate 

public discourse.  

While commodification will make deepfakes ever easier to produce, off-the-shelf technology for producing 

synthetic media will also become easier to detect and filter automatically. This limits the impact of this 

technology on mainstream platforms and narrows their scope to less monitored areas of the web. The greater 

threat is likely from a sophisticated disinformation effort that tailors ML models for particular purposes. 

Moderately well-resourced disinformation efforts can afford custom generative models that produce cutting-
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edge deepfakes, but even in these cases, malicious actors are Conclusion A 30 Centre for Security and Emerging 

Technology constrained. The strategic dynamics of detection, the demands of training time, and accessibility of 

data all conspire to make some operational uses of deepfakes likelier than not. 
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