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ABSTRACT 

 

Agriculture research improves the quality and quantity of crops, but pests degrade them. Pesticides are used 

to prevent these pests from reproducing. However, excessive pesticide use is extremely detrimental to both 

production and the environment. As a result, initial pest detection is required. We analyzed the most 

frequently used methodologies in order to determine the most appropriate technique for the first diagnosis 

and early detection of significant nocturnal flying pests such as White Grub, Helicoverpa, and Spodoptera. 

We identified and analyzed three frequently used deep learning meta-architectures (Faster R-CNN, SSD 

Inception, and SSD Mobilenet) for object detection using a small Pest dataset. The faster RCNN meta-

architecture outperforms other meta-architectures. To address the issue of class imbalance, we used image 

augmentation with a Faster RCNN meta-architecture. The proposed work demonstrates how to classify 

Nocturnal Pests using a Faster RCNN of Deep Learning with a better accuracy performance on a limited 

dataset and utilization as decision-making tool based on classified results. 

Keywords : Convolutional Neural Network, CNN, Deep Learning, Pest Detection, Pest Detection, Faster 

RCNN 

 

I. INTRODUCTION 

 

India is the world's biggest agricultural producer. The 

quality of information inputs can help improve rural 

decision-making capacities and hence provide a 

higher quality of life. IT can play a significant role in 

easing the transition process by addressing these 

difficulties and addressing the rapidly growing digital 

agriculture in rural India[1]. Cropping systems differ 

according to available resources and limits on 

individual farms [2]. Pests and plant diseases have 

resulted in deterioration in agricultural product 

quality [3]. Pests are responsible for a significantly 

greater global potential loss of crop productivity in 

India [4]. The most popular methods farmers use to 

detect pests are expert opinion or naked eye 

observation. This demands an in-depth knowledge of 

various pest species. Expert counsel is not always 

affordable or convenient, and it might take a long 

time to obtain[5]. Gujarat is known for its groundnut 

and cotton production. Cereal grains are still another 

type of agriculture. A digital view is used to identify 

the major nocturnal flying Pest species in these crops, 

and that is the focus of the proposed research.  
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Infested groundnut crops are sucking parasites such 

as the white grub (Phyllophaga). Helicoverpa 

armigera is a serious pest of peppers, according to the 

literature. The armyworm Spodoptera, a serious grain 

pest, is the most common culprit (Spodoptera litura). 

Since they're nocturnal, they only fly at night. 

Manual pest detection equipment in fields like light 

traps and sticky traps. Convolutional neural networks 

(CNNs) are a highly successful data processing 

technique for huge datasets. It delivered state-of-the-

art results in computer vision [6], data mining [7], 

and machine learning [8]. CNN is a subset of the 

Deep Learning (DL) technique [9]. CNN and deep 

learning in general can be used to tackle a wide 

variety of agricultural prediction and classification 

issues, not just for computer vision but also for data 

analysis [10]. These architectures can be utilized as 

rich feature extractors for performing complex tasks 

such as image classification, object identification, and 

picture segmentation. This is employed in order to 

identify objects and tell them apart from the 

surrounding environment Whether it's a guy, a hand, 

a face, or just a bunch of things standing [6]. This 

study used a Convolutional Neural Network 

Architecture to detect and classify nocturnal flying 

Pests. Classification of major nocturnal Pests is 

possible using the integrated knowledge base in the 

proposed effort.  

 

II. RELATED WORK 

 

We have performed the execution of three ways of 

literature studies: (1) The study of practical 

knowledge; (2) The study of integrated similar 

knowledge; and (3) the review of previous knowledge. 

 

The study of practical knowledge 

A team of researchers have developed an object 

detection system with high accuracy and low false-

positive that can detect objects such as cars, people 

and animals. Detection Results are presented in the 

paper of a trainable object detector system for static 

images [11]. Graph-based image segmentation 

identifies objects. This is beneficial when the 

background has several similar things. Their 

approach might find a search object in a jumbled 

background. The technique misses multi-part objects 

like the human body [6]. SURF is a rapid, rotation-

invariant scale interest point detector/descriptor. 

Integral pictures boost speed by reducing the number 

of operations necessary for simple box convolutions. 

The Hessian approximation outperformed typical 

interest point detectors [12].Multi-scale A CNN is a 

multi-scale deep convolutional neural system. The 

detection occurs at network levels whose receptive 

fields match different object scales. This allows all 

object sizes to be detected by sending one image 

across the network. It makes a quick detector. An 

alternative to up sampling is CNN feature 

approximation. It reduces processing and memory 

requirements [13].Multiscale characteristics are 

crucial for enhancing vehicle detection performance 

using satellite pictures and hybrid CNN. The current 

state-of-the-art Deep CNN approach cannot extract 

multiscale features. The authors suggest hybrid Deep 

CNNs. Each convolutional or max-pooling layer map 

has many blocks with varied receptive fields or max-

pooling fields [14].Person detection using three 

Convolutional Neural Networks. People can be 

detected at various scales. This is the first deep 

learning pedestrian detection model. Raw pixel data 

is used to train networks. Because numerous 

Convolutional Neuro Networks are used at various 

scales, the learnt features are scale-dependent. This 

improves performance [15].  

 

The study of integrated similar knowledge 

E-noses have various benefits, including excellent 

sensitivity and real-time processing. They're also 

portable and easy to use. Thus, E-nose technology can 
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be used to detect plant pests. E-noses can reliably 

anticipate plant diseases and perform well as sensors. 

This has been confirmed in the field and in the lab. 

There are still issues with sensor selectivity, 

environmental interference, and detecting plant 

diseases in open fields. These concerns need more 

research and improvement [16]. Adult white-fly 

larvae can be seen on rose leaves. They used 

enhanced cognitive vision and scanner image 

acquisition to recognize biological things in 

complicated backdrops. Extensible knowledge-based 

systems that can image analyze and recognize natural 

things are included, as is machine intelligence. A 

combination of complementary approaches and 

disciplines resulted in an automated, reliable, and 

versatile system. The prototype system could reliably 

detect whiteflies. It's easy to use and performs as well 

as manual methods. Three-fold method can increase 

in whitefly detection and leaf surface coverage [17]. 

PestNet is a large-scale automated multi-class pest 

detection network. Their new Channel-Spatial 

Attention module could help PestNet automatically 

extract higher quality features. In pest classification 

and box regression, they chose Position-Sensitive 

Scope Map over Fully Connected. PestNet includes 

Regions of Interest as background information to 

improve detection performance [18]. A visual 

spectrograph can detect yellow rust in winter wheat. 

Normalizing irradiating spectrometry spectra is 

required. Because of canopy architecture and lighting 

variations, intensity levelling can greatly reduce 

spectral variability. One-plant spatial averaging 

windows can increase discrimination [19]. 

Experimenting with transfer learning in millet crops 

they employ the popular deep learning frameworks 

Keras and TensorFlow. The test employed the 80/20 

setup to improve performance. This technique finds 

the convergence value with the least validation loss, 

avoiding overfitting. This is done by defining the 

maximum number of epochs without improving the 

validation set before stopping training. They show 

the power of tiny data to transmit illness 

categorization learning. The team found mildew in 

crop millet using pre-trained ImageNet feature 

extraction [20]. 

 

The review of previous knowledge 

A moving camera was used to examine several 

scenarios for detecting moving objects. HOG3D, 

SIFT, and Extended SURF were the most effective 

key-point detectors and feature identifiers. Long-

term tracking of moving objects relies on learning 

procedures and motion prediction models. Deep 

neural networks were also used in visual tracking 

because of the availability of large annotated datasets 

[21]. R-CNN has a number of tweaking options. 

Generic object detection pipelines serve as the 

foundation for all subsequent systems. Recognition of 

pedestrians, finding of prominent objects, and 

detection of faces are the next three frequent tasks 

we'll go over briefly. They point to possible future 

directions that will help us gain a better 

understanding of the object detection environment 

[22]. The most effective algorithm is SIFT, whereas 

the fastest is ORB. SIFT outperforms all other 

algorithms when the degree of rotation is 90 degrees 

or more. In noisy images, ORB, SIFT and SIFT all 

perform nearly identically. For each method, the 

number and rate were shown together with 

important spots and execution time to show the 

matching parameters [23]. As education and 

information may be significantly improved through 

the use of ICT, we need to consider bringing in actors 

from both within and beyond the agriculture system 

[24]. Using natural language processing and deep 

learning for computer vision is becoming more and 

more efficient. Deep learning frameworks have 

grown in popularity as a result of this. Finding the 

ideal deep learning framework is a challenge. There 

were 18 frameworks in total, according to the results 
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of the survey. There was an additional six framework 

evaluation indicators supplied in the report [25], 

along with performance comparison data.  

Many studies have shown that CNN outperforms 

alternative computer vision approaches in terms of 

execution pace and accuracy. Image analysis and 

computer vision can be utilised to detect pests, as 

well as data analysis [3]. There have been 

comparisons made between the accuracy and 

performance of Convolution Neural Networks and 

those of other approaches. My decision to use the 

framework was based on these scholarly works. 

Python-based deep learning toolbox will allow me to 

study more about Keras once I've learned the 

language. Also, TensorFlow and Theano can be 

interfaced with Keras. Based on literature 

investigations, I discovered two options: either use 

deep learning in the research or develop a new deep-

learning system from scratch. 

 

III. MATERIALS AND METHODS 

 

A. Convolutional neural network (CNN) 

Convolutional neural networks (CNNs) are utilised in 

computer graphics for object detection and image 

classification. Neural networks are constructed by 

connecting many of our "neurons" together in a web 

like fashion, in order for the output of one neuron to 

become the input to another. 

 

Introduction: 

The convolutional network was inspired by Hubel 

and Wiesel's [26] research on the cat's visual brain, 

which revealed certain parts of the visual field seem 

to excite particular neurons. This bigger notion 

guided the sparse architecture of convolutional 

neural networks. The structure of a neural network is 

comprised of a layer with an input and numerous 

hidden layers. Each layer can have a direct 

connection to the layer above it. In a convolutional 

neural network, the many layers have their states 

arranged according to a grid-like pattern. Keeping 

these spatial links between grid cells is necessary to 

perform the convolution process and subsequent 

transformation to the next layer [27]. Deep learning 

teaches computers how people learn best by 

modelling. Deep learning is a promising new image 

processing and data analytics approach. Deep learning 

uses neural networks. The term deep neural networks 

refers to deep learning models. "Deep" refers to the 

amount of layers concealed in a neural network. A 

typical neural network has 2-3 hidden layers. Deeper 

networks can hold 150.  

Meta-architecture 

The development of object detection methods based 

on CNN has opened up a new era in end-to-end 

methods that can achieve rapid detection and high 

performance. This topic is challenging because it 

deals with issues such as object size, lighting levels 

and perspective, rotation angle, background 

similarities, and intra-class similarities [28]. 

Depending on the application, each method differs. 

 

Faster R-CNN 

Region Proposal Network is a network that shares 

full-image convolutional elements with the detection 

network. This allows for nearly free region proposals. 

RPN is trained from end-to-end in order to generate 

high-quality regions proposals. For the very deep 

VGG-16 model, they combined RPN and Fast R–CNN 

to create a single network [29]. Faster-RCNN has 

three neural networks: Feature Network, RPN, and 

Detection Network. 

 

The Feature Network is a well-known pre-trained 

image classification network. This network extracts 

useful features from photos. With this network, you 
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get photographs that look like the original. RPNs are 

input into two layers: classification and bounding box 

regression. RPN creates ROIPs (Regions of Interest 

Pools). These are boxes that might hold any object. 

This network generates bounding boxes with pixel 

coordinates. The Detection Network (R-CNN 

network) receives inputs from both the Feature 

Network and the RPN. Final classes and bounding 

boxes are generated [30]. 

 

SSD Inception 

Single Shot Multi-Box Detector (SSD) is one of the 

fastest algorithms. It employs a single convolutional 

neural network to recognize objects in images. SSD is 

fast, but not as fast as mAP. This work presents 

Inception SSD, a way to improve SSD algorithm 

classification accuracy without impacting 

performance. Inception blocks replace extra layers in 

SSD. The proposed network can capture more data 

without becoming more sophisticated. This network 

uses batch normalization (BN) and residual structure 

in I-SSD network architecture. To solve the model's 

lack of expression capabilities, I-SSD adopts a non-

maximum suppressing method [31]. SSD's additional 

layers use a single sort of convolution kernel - the 

three-dimensional kernel. These additional layers 

contain feature maps that, via tiny convolution 

operations, generate the object's position offset and 

confidence. Inception minimizes the number of 

feature mappings in each layer of an Inception block 

while maintaining the total of feature maps in the 

original layers [31]. 

 

SSD Mobilenet V2 

MobileNet builds lightweight deep neural networks 

using a simple design. It makes use of separable 

convolutions along the depth axis and includes two 

straightforward global hyperparameters that enable 

you to trade off accuracy and latency. It demonstrates 

superior performance and considerable 

experimentation with resource and precision trade-

offs [32].  Google developed the Mobilenet network 

model to replace VGG16 and simplify the VGG-16 

detector's processing cost. This improves the real-

time performance of the SSD detection, which 

operates in real time. It is faster than other object 

identification networks due to the shift in the 

backbone model from VGA-16 to Mobilenets V2. The 

backbone network model is the second-generation 

Mobilenett V2, which has six distinct feature maps 

that enable multi-scale item identification [33]. 

 

B. TensorFlow and Keras 

TensorFlow Distributions are a collection of 56 

distributions that give rapid and robust numerical 

methods for sampling, determining log densities, and 

performing other statistical operations. The 

technology has gained widespread adoption both 

inside and outside of Google. External developers 

have utilised it to develop probabilistic programming 

systems and statistical systems.[34]. Keras is a 

Python-based deep learning API that runs on 

TensorFlow's machine learning framework. It 

provides the necessary abstractions and building 

pieces for rapidly developing and shipping machine 

learning solutions. Keras may be operated on huge 

clusters or TPUs, as well as exported for use in the 

web or on mobile devices[35]. Deep learning based 

on kernels enables rapid development and runs 

flawlessly on both CPU and GPU simultaneously. 

This framework is written in Python, making it easy 

to debug and maintain. 

 

C. Capturing and Labeling Pest Images 

Algorithms for deep learning are capable of 

establishing relationships, comprehending, making 

decisions, and assessing their confidence based on 

training data. Numerous photos are obtained during 

the early stages of research under stringent lighting 

conditions that are hard to impose in real-world 
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applications. This is critical to remember when 

performing non-destructive analysis.With the 

assistance of the Department of Entomology at 

Junagadh Agricultural University, an image dataset of 

nocturnal Pests was obtained using an android phone 

camera. Object detection begins with the critical task 

of image labelling. While labelling requires 

considerable effort, the more dedication you have, 

the more time you will save. LabelImg[36] is a free, 

open-source programme for graphically annotating 

images. The user interface is written in Python and 

utilizes Graphical User Interfaces (GUI). Along with 

labelling the entire thing, the label must include 

some non-object buffer area, most notably 

surrounding a substantial piece of the object. Place 

boxes that are realistic representations of the target 

objects while exposing as much of the target objects 

as possible. The following images illustrate the 

suggested taxonomy of bug species for this work's 

labelling. As illustrated in Figure 1, pest image 

annotations are stored as XML files using LabelImg. 

This will be processed in advance of training. 

 

 

Figure 1 : Image labeling sample using LabelImg tool 

 

The figure 1 shows the annotation interface or 

software. In this example, the highlighted item is an 

Pest. The goal is to identify the region of interest and 

name it according to its class. The boxed portion must 

be given the suitable class name. As a result, a new 

directory is formed with all of the photographs and 

their highlighted annotations in.xml files. The above 

approaches are used to annotate and name each 

category depending on the number of Pests displayed 

in Table 1.  

 

Sr. Pests Identical Name  Number 

of Pests  

1 Phyllophaga INS-A 218 

2 Spodoptera 

litura 

INS-B 201 

3 Helicoverpa 

armigera  

INS-C 174 

Table 1 : Identical name of Pests 
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D. Comparison of CNN Meta-Architectures 

An experiment to assess the accuracy of three well-

known deep learning meta-architectures using a 

small dataset of pest images has been published. The 

proposed work assessed the performance of each 

model in a similar TFRecords environment, as well as 

the generic layer settings for all three CNN Meta-

Architectures [37]. TensorBoard is a machine 

learning platform that delivers metrics and graphics. 

It tracks experiment parameters like loss and 

accuracy and visualises the model graph in a two-

dimensional space. Loss functions are used to measure 

the gap between a model's predicted output and the 

trained model's ground truth. A graph is very 

beneficial when developing an application for a 

classifier or recognizer [38]. The frozen graph 

contains the network's overall model. The current 

work has enabled the model and TensorFlow layers 

to be displayed in a TensorBoard. Some argue that 

visualising a network model is unnecessary because it 

shows how training works and which blocks are 

responsible for which functions. As a result, export 

inference graph will be written. Saving the frozen 

graph is optional, but encouraged for model reuse, 

improvement, and testing. The network is ready to be 

tested once the trained model has been generated 

using the latest checkpoint. The command "test 

image.py" runs a test programme on an image. The 

results are detailed in the Results and Discussion 

section. 

 

E. Faster RCNN Performance evaluation with Data 

Augmentation 

Class imbalance in the dataset, caused by a scarcity of 

pest images, can drastically influence classifier 

performance, resulting in a prediction bias towards 

the dominant class. Certain pests are restricted to 

specific crop and agro climatic zone conditions, 

making it impossible to catch all pest classes 

simultaneously [39].  

 

The proposed work performs pest detection 

operations by including a dataset of imbalance classes 

and applying a Faster RCNN for increased accuracy. 

According to the training datasets listed in Table 2, 

the number of images captured for INS-A is greater 

than the number of images captured for INS-B and 

INS-C. The class divide is not negligible. 

 

 

 

 

 

Sr. Pest 
Identical 

Name  

Number 

of 

Images  

1 Phyllophaga INS-A 319 

2 Spodoptera litura  INS-B 131 

3 
Helicoverpa 

armigera 
INS-C 143 

Table 2 : Identical name of Pest images and training 

size of class 

 

By extending the dataset size and using an 

oversampling approach, we may enlarge limited 

datasets through image augmentation. In this study, 

we used horizontal flipping and rotation in 90-degree 

increments to improve the architecture of the 

configuration file. While image pre-processing 

methods are performed to both training and test sets, 

image augmentation manipulations are applied 

exclusively to training data[40]. The process flow for 

Faster RCNN is described in Figure 2 with the pre-

processing of pest images.
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Figure 21 : Faster RCNN architecture with Data Augmentation technique 

 

KBIS is a knowledge-based decision-making tool that 

makes decisions based on the facts and information 

stored in its database. It is built on the tornado web 

framework, and the backend makes judgments using 

the Faster-RCNN model. Farmers and others in the 

agricultural industry may profit from the technology 

by receiving more accurate pest advisory information.  

 

Pest Detection System Working Model 

The techniques outlined below in Table 3 apply to 

the entire pest detection system, which includes a 

knowledge-based decision-making tool. The 

procedure is separated into two stages: the first is the 

model training process, which is carried out as a 

backend process when necessary, and the second is 

the tool execution, which is carried out as a front 

process. 

 

  Stage 1 : Training Process of Model 

Step-1 Collect Pest Images 

Step-2 Labelling the Images using LabelImg tools for 

training dataset 

Step-3 Training dataset divide into 80:20 for training 

and validation respectively. 

Step-4 Convert CSV File to TFRecords for Training 

Step-5 Set the environment, related parameter and 

pre-processing for model 

Step-6 Execute Faster-RCNN Model training process 

up to optimal learning rate 

Step-7 Evaluate the model and check validation loss  

Step-8 If Validation loss higher:  go to Step-6  

 Stage 2 : Execution of Tool 

Step-1 Upload Image on Pest Identification System 

Step-2 If Pest Found : Go to Step-3  

Step-3 Display identified Pest and  related advisory 

and END 

Step-4 Else Pest Not Found : Go to Step – 5 

Step-5 Move uploaded image to non-detection 

dataset 

Step-6 Manual validation of non-detection dataset 

Step-7 If non-detection dataset subset of the Pest 

Identification System: Go to Step-2 of Stage: 1 

Training Process of Model for Retraining in 

working model. 

Table 3 Pest Detection System Working Model 
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Performance Evaluation Metrics 

To compare the performance of the Deep CNNs 

architectures for Pest classification task, various 

evaluation metrics such as specificity, sensitivity and 

accuracy were used. According to Equations (1)-(4), 

True Positives (TP) is the numbers of specific Pests 

that predicted as specific Pests; False Negatives (FN) 

is the numbers of Pests not predicted as specific Pests. 

True Negatives (TN) is the numbers of non-Pests that 

not predicted as Pests, while False Positives (FP) is 

the numbers of non-Pests predicted as Pests. 

 

Sensitivity is the measure of Pest detection that 

correctly classified and is expressed as Sensitivity or 

True Positive Rate (TPR). 

 

  … (1) 

 

Specificity is the measure of non-Pest that not 

classified and is expressed as Specificity or True 

Negative Rate (TNR). 

 

   … (2) 

Precision or positive predictive value measures what 

percentage of correctly classified labels is truly 

positive and is given as Positive Predictive 

Value(PPV) . 

 

    … (3) 

Accuracy (ACC) is used to show the number of 

correctly classified Pest or non-Pest divided by the 

total number of Pests and is defined as ACC(%):

      

… (4) 

IV. RESULTS AND DISCUSSION 

A. Comparisons of meta-architecture 

This section illustrates the gradual demise of each 

meta-architecture over time as the epochs stabilize. 

All outcomes are quantified in terms of their 

sensitivity, precision, and accuracy. Finally, the 

overall performance of the system is evaluated.  

 

 

Total Loss Function 

The loss functions in Inception, Mobilenet, and 

Faster R-CNN all use a training image optimal value 

of 20k, 60k, and 20k epoch iterations. To ensure that 

the validation loss did not develop while the training 

was ongoing, 20% of the training data was divided for 

validation purposes. Detecting pests use an accurate 

model that exhibits model degradation. The model's 

accuracy and loss are determined using a variety of 

input images and epochs. Total losses for the SSD 

Inception, SSD Mobilenet, and Faster R-CNN 

architectures are 1.67, 1.05, and 0.10, respectively 

(Refer Figure 3).  

 

Figure 3 : Total Loss Function chart during transfer 

learning of (A) SSD Inception, (B) SSD Mobilenet, (C) 

Faster R-CNN Meta-architectures  
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Visual Comparative Evaluation 

The three architectural versions are visualized using 

the developed object detector, which makes it simple 

to see their data and findings. To view the precise 

detection region, the bounding box reflects the class 

categorization and the percentage accuracy. Accuracy 

is a metric that indicates how precisely a class has 

been discovered. Not only are visualization figures 

used to demonstrate reliability and trustworthiness, 

but they also serve to convey assessment images. 

Faster-RCNN and SSD Mobilenet perform well on 

this small dataset of pest detection results. Figure 4 

illustrates a few selected images, as well as backdrop 

complexity, variable caught images, and images with 

varying illumination. 

 

Figure 4 : Detection result of trained model (A) SSD 

Mobilenet (B) SSD Inception and (C) Faster R-CNN 

Meta-architectures 

Performance Evaluation Metrics 

Appendix-II contains the detailed findings of the 

evaluation for each architecture, as stated 

in  Performance Evaluation Metrics. Table 4 

summaries the Pest detection findings for three 

architectures in the form of confusion matrices. The 

faster R-CNN performed better on the majority of 

classes, including INS-A, INS-B, and INS-C, with an 

average accuracy of 95.33 percent. According to the 

data, the SSD Mobilenet meta-architecture is also 

functioning better, with an accuracy rate of 94.53 

percent [41].  

 

Meta-

architectures 

TPR(%

) 

TNR(%

) 

PPV(%

) 

ACC(%

) 

SSD 

Inception 

22.43 91.72 73.08 57.05 

SSD 

MobileNet 

89.54 100 100 94.53 

Faster R-CNN 91.06 100 100 95.33 

 

Table 4 : Confusion Matrix - Show the obtained result 

of specificity, sensitivity and accuracy of different 

meta-architectures of CNN 

B. Faster RCNN with data augmentation technique: 

According to the last part, the Faster RCNN meta-

architecture outperforms the other two prominent 

meta-architectures in terms of performance. It was 

determined to employ Faster RCNN to perform pest 

detection operations on specified Pests utilising 

various pest datasets and to begin constructing a new 

pest dataset. During the experiment uncover a 

problem with Pest availability varying by agricultural 

climate zone [42]. This section will begin with visual 

comparisons of the Faster-RCNN method's 

augmented and unaugmented trained models.   

 

Visual Comparative Evaluation  
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The Faster-RCNN model with augmentation 

performed significantly better than the model 

without augmentation in this small dataset of pests 

applying detection findings. Figure 5 contains a 

selection of carefully picked photographs, as well as 

images with diverse degrees of backdrop complexity, 

images shot at various times of day, and images with 

varying illumination.  

 

Figure 5. Results of with and without Augmentation 

method 

Performance Evaluation Metrics 

When the dataset used to train the classifier contains 

a mixture of class distributions, an unbalanced 

classification issue arises. Due to the fact that the pest 

dataset contains an unequal amount of cases of each 

class, an augmentation model was utilised to 

compensate. The results of Pest detection with and 

without augmentation are summarised in the form of 

confusion matrices, which are displayed in Table 5 

according to the parameter stated in the section on 

performance evaluation metrics of the chapter 

materials and methods. When a problem of class 

imbalance emerges, the augmentation model 

outperforms the model without augmentation. 

According to our findings, the assessed model, which 

was created using a Faster RCNN meta-architecture 

and pre-processed using augmentation, has a 95.07 

percent accuracy [43]. The training model process 

gets slower as a result of image augmentation as 

compared to when the model is not augmented, but 

the accuracy of the performance is improving. 

 

Faster R-CNN 

Training Model 

TPR 

(%) 

TNR 

(%) 

PPV 

(%) 

ACC 

(%) 

Without 

Augmentation 
89.56 97.49 97.44 93.40 

With 

Augmentation 
91.02 99.45 99.44 95.07 

Table 5. Confusion Matrix of with and without 

augmentation methods 

 

V. CONCLUSION 

 

The primary objective of this work is to construct a 

decision-making tool employing advanced deep 

learning algorithms that is based on classified findings 

from an inputted digital view of important nocturnal 

flying Pests. The experiment's primary objective is to 

enhance classification accuracy, and this objective is 

carefully addressed throughout the procedure. The 

pest detection problem by comparing three popular 

meta-architectures, including SSD Inception, SSD 

Mobilenet, and Faster RCNN of Convolutional Neural 

Network (CNN), to identify which architecture is 

optimal for this task. With an identification accuracy 

of 95.33 percent for chosen pest detection procedures 

on small datasets, the comparison results indicate that 

the state-of-the-art CNN meta-architecture Faster-

RCNN outperformed. In comparison to the model 

without augmentation, the model with augmentation 
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performs much better in the case of class imbalance 

problem. This demonstrates that when Faster RCNN 

was used in conjunction with augmentation, the 

results were considerably better than when no 

augmentation was employed during the available 

class imbalance problem. The results indicate that 

this strategy not only improves detection 

performance on a completely new pest dataset, but 

also preserves performance on an existing dataset. 
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