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ABSTRACT 

The real estate industry is the least transparent in our environment. Housing 

prices fluctuate on a daily basis and are sometimes inflated rather than based on 

valuation. Since the housing industry is rapidly expanding, forecasting house 

prices is critical not just for businesses but also for individuals. However, there 

are other factors that influence house price variations. The purpose of this 

article is to forecast a real estate property's market value. The goal here is to 

build a prediction model for evaluating pricing based on characteristics that 

influence price. We are going to predict data using Machine learning algorithm 

i.e. linear regression model to predict the house pricing. 
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I. INTRODUCTION 

 

The real estate market is one of the most price-

sensitive in the world, and it is always changing. It is 

one of the most important domains in which machine 

learning techniques may be applied to improve and 

predict costs with great accuracy. The size of the 

property, its location, and its amenities are all 

important considerations that can influence the price. 

Our main goal is to create a model that estimates a 

customer's property cost based on his or her 

preferences. Our methodology examines a set of 

parameters chosen by the customer in order to 

determine the best pricing for their needs and 

interests. For prediction, it employs traditional 

techniques such as linear regression, forest regression, 

and boosted regression, and attempts to provide an 

interpretation of the data produced. After the trained 

model is complete, Flask (a Python framework) or 

Django are used to connect it with the user interface. 

II. LITERATURE SURVEY 

 

1. House Price Prediction Using Machine Learning 

and Neural Networks 

 

Our dataset contains a number of critical factors, and 

data mining is at the heart of our system. We first 

cleaned up the full dataset and trimmed the numbers 

that were outliers. Furthermore, we weighted each 

parameter based on its relevance in determining the 

system's price, resulting in an increase in the value 

that each parameter retains in the system. We chose 

three distinct machine learning algorithms and tested 

our system with various combinations to provide the 

most reliable results possible [1]. 
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Data is at the center of technological advancements, 

and predictive models may now achieve any result. 

This method makes considerable use of machine 

learning. Computer learning is supplying a reliable 

dataset and then making predictions based on it. The 

machine learns how important a given event is to the 

overall system based on its pre-loaded data and 

predicts the outcome appropriately. Anticipating 

stock prices, predicting the possibility of an 

earthquake, predicting corporate sales are only a few 

examples of recent applications of this approach [4]. 

 

2. House Price Forecasting Using Machine Learning 

A. Varma devised a method for obtaining exact real-

world assessments utilising Google maps and real-

time neighbourhood data. Researchers have 

discovered links between a city's visual look and non-

visual characteristics such as crime statistics, property 

costs, population density, and so on. "City Forensics: 

Using Visual Elements to Estimate Non-Visual City 

Elements," for example, uses visual attributes to 

predict the property's sale price. [2]. Classification and 

regression techniques were employed by Hujia Yu 

and Jiafu Wu. According to the findings, the living 

space square feet, roof content, and neighbourhood 

have the most statistical significance in determining a 

home's selling price. The PCA approach can also help 

with prediction analysis [3]. 

  

3. Housing prices prediction with deep learning: an 

application for the real estate market in Taiwan   

The fundamental challenge in predicting house prices 

is that the real estate market is impacted by a variety 

of factors, including macroeconomic and market 

value. The home is both an investment and a 

consumer item, and the goal of the investment or 

consumption decides whether the property will be 

utilised for living or for renting [5]. 

  

Deep learning algorithms show considerable benefits 

in time series prediction in all of the research covered 

here. There are still deep learning algorithms for 

predicting house values that aren't widely used. As a 

result, this work uses deep learning algorithms 

(BPNN, CNN) to forecast house prices using a time 

series dataset. 

 

4. Machine Learning based Predicting House Prices 

using Regression Techniques 

Pow, Nissan, Emil Janulewicz, and L. Liu employed 

four regression approaches to forecast the property's 

pricing value: Linear Regression, Support Vector 

Machine, K-Nearest Neighbors (KNN), and Random 

Forest Regression, as well as an ensemble approach 

combining KNN and Random Forest Technique. The 

prices were predicted with the least error of 0.0985 

using the ensemble technique, while PCA did not 

improve the prediction error [6]. Several research 

have also looked at how to collect characteristics and 

how to extract them. [8] Wu, Jiao Yang examined a 

variety of feature selection and extraction techniques 

using Support Vector Regression. To anticipate 

property values, several academics have constructed 

neural network models. To anticipate property values, 

Limsombunchai contrasted hedonic pricing structure 

with artificial neural network model [7]. 

 

III. EXPERIMENTAL SETUP AND METHODS 

 

The simplest basic approach for prediction is linear 

regression. It employs two variables as variables: the 

predictor variable and the one that is the most 

important of the two, the predictor variable. These 

regression estimations are used to describe how one 

dependent variable and one or more independent 

variables are related. The formula is used to describe 

the regression equation with one dependent and one 

independent variable [9]. b = y + x*a, where b 

represents the estimated dependent variable score, y 

represents the constant, x represents the regression 

coefficient, and a represents the score on the 

independent variable. 
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Bagging of trees is a method used in forest regression. 

The main goal is to arrange the various trees in a 

pleasing manner. The Variance in the Trees is then 

reduced by averaging them. A significant number of 

decision trees are constructed using this method [10]. 

The random forest training algorithm uses the 

bootstrap aggregating, or bagging, strategy to train 

tree learners [11]. 

Collection of Data 

There are several data processing techniques and 

procedures to choose from. We gathered information 

on real estate properties from a variety of websites. 

Location, carpet area, built-up area, property age, zip 

code, and other factors would be included in the data. 

We need to collect organised and classified 

quantitative data. Before doing any machine learning 

study, it is necessary to collect data. Validity of the 

dataset is essential; otherwise, there is no use in 

evaluating the data. 

 

 

Data Preprocessing 

The process of cleansing our data collection is known 

as data preparation. The dataset may contain missing 

values or outliers. Data cleansing can take care of 

these issues. If a variable has a lot of missing values, 

we'll remove them or replace them with the average 

value. 

Training the model 

We must first train the model since the data is divided 

into two modules: a Training set and a Test set. The 

target variable is included in the training set. The 

training data set is subjected to the decision tree 

regressor method. The decision tree uses a tree 

structure to create a regression model. 

Testing & Integrating with UI 

The trained model is used to forecast property prices 

on a test dataset. The front end is then connected 

with the trained model using Python's Flask 

framework. 

 
IV. Conclusion 

A technique has been created that seeks to deliver an 

accurate prediction of house prices. Linear Regression, 

Forest Regression, and Boosted Regression are all used 

to their full potential by the system. The introduction 

of neural networks has improved the algorithm's 

efficiency even further. Customers will be satisfied 

since the method will provide precise results and 

eliminate the danger of buying in the wrong 

residence. We are also incorporating a new concept in 

this project. The House Bidding Management System 
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will be an online platform for purchasing modern 

apartments, houses, and offices. Buyers no longer go 

from property to property looking for a deal. In this 

age of computer science, everyone expects everything 

to be delivered to their doorstep. 

 

Additional customer-beneficial features can be added 

to the system without interfering with its primary 

operation such as adding different file types to CMS 

to accept as a file upload from Customer (seller). The 

inclusion of larger cities to the database might be a 

key future upgrade, allowing our users to look at 

more residences, get greater accuracy, and so make 

better decisions. 

 

V. Future Work 

 

The system's accuracy may be enhanced. If the 

system's size and processing capacity grow, it will be 

possible to add several additional cities. Furthermore, 

we may use Augmented Reality to incorporate several 

UI/UX methodologies for a better representation of 

the results in a more interactive approach. In addition, 

a learning system may be developed that collects user 

feedback and history so that the system can present 

the most appropriate results to the user based on his 

preferences. 
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