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About the college 

 

Anand Charitable Sanstha is founded by Hon. Bhimraoji Dhonde (Ex. MLA. Ashti Patoda Shirur 

(ka)) for imparting the education to economically and educationally backward community. Our 

college is established in July, 1990. It is established with the sole mission of creating and 

developing the facilities and resources of higher education in order to make easy and convenient 

accessibility to the youths. Presently this institution runs primary to post graduate level 

programmes including professional courses. This college is affiliated to Dr. Babasaheb Ambedkar 

Marathwada University Chh. Sanbhajinagar. It has beautiful campus of 10 acres with adequate 

infra-structure. The college has been re-accredited with “A+” Grade (3.34 CGPA) by NAAC in 

May 2023. The college has been imparting education in Art’s, Commerce and Science faculties. 

The research and development activities are being conducted in various departments. Department 

of Physics is also actively involved in research and innovative activities since its beginning. 



 
 

About the conference venue 

Kada is located on the bank of the River Kadi. Before independence it was under the rule of 

Nizam. Venue of the conference is on the Shirdi- Hyderabad National Highway. Nearest Railway 

station is Ahmednagar, which is 45 Km away from Kada, and 100 Km. from district place Beed. 

There are frequent buses available from Beed, Nanded, Parbhani, Latur, Osmanabad, Tuljapur, 

Solapur, Ahmednagar, Pune, Mumbai, Nasik and Aurangabad to kada. 

 

  



Scope of the Conference 

The conference on emerging trends in physics and mathematics is crucial for advancing scientific 

knowledge and fostering innovation. It provides a platform for researchers, educators, and 

industry professionals to share the latest discoveries, methodologies, and applications. By 

highlighting cutting-edge research and interdisciplinary approaches, the conference promotes 

collaboration and addresses complex global challenges. Participants gain insights into new 

theories and technologies that can drive progress in fields like quantum computing, 

nanotechnology, and artificial intelligence. Ultimately, the conference contributes to the 

development of solutions that can improve quality of life, enhance education, and support 

sustainable development in a rapidly evolving world 

 

Conference topics 

• Nanomaterial's: Synthesis and Characterization 

• Nano magnetism, and Memory Devices. 

• Thin Film deposition techniques 

• Nanotechnology and Materials Science. 

• Astrophysics and mathematical Aspects of cosmology. 

• Artificial Intelligence and Machine Learning. 

• Mathematical modeling of Physics. 

• Interdisciplinary Applications. 

• Sustainability and Environmental Physics. 

• Topology and Geometry in Modern Physics. 

• Data Science in Physics and Mathematics. 

• Applied Mathematics 

 

About The Conference: 

The 3rd National Conference on Emerging Approaches Towards Sustainability (NCEATS-2024) 

will be organized by GKCEM and is scheduled to be held in virtual mode from 5th April to 6th 

April 2024. This is a multi-institutional effort to exemplify multidisciplinary research like 

intelligent computing and advanced communication systems, IoT, Green energy design, 

computations, and computers to interact and disseminate information on the latest developments 

in civil, mechanical, electrical, and electronics engineering in both academics and industry to 

establish sustainability. NCEATS-2024 will be a national forum for professionals, industrialists, 

researchers, academicians, and students from various engineering and science fields with multi-

disciplinary interests. 
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Abstract 

Advanced ceramics have emerged as critical materials for high-temperature applications due to their 

exceptional properties such as high melting points, thermal stability, and resistance to corrosion and wear. 

These materials, including silicon carbide (SiC), aluminium oxide (Al2O3), and zirconium oxide (ZrO2), possess 

melting points well above 2000°C and maintain structural integrity at elevated temperatures, exhibiting 

minimal thermal expansion and excellent thermal shock resistance. Additionally, advanced ceramics boast high 

mechanical strength and chemical inertness, ensuring durability and longevity even in the harshest 

environments. 

Recent advancements such as nanostructured ceramics and ceramic matrix composites (CMCs) have led 

to significant improvements in mechanical and thermal properties, expanding the range of potential 

applications. Ultra-high-temperature ceramics (UHTCs) are also being explored for extreme environments, 

showcasing the continuous innovation in this field. 

The future of advanced ceramics in high-temperature applications is promising, with ongoing research 

focused on enhancing material properties, developing cost-effective manufacturing processes, and broadening 

their application scope. Innovations in nanotechnology, additive manufacturing, and composite materials are 

expected to drive the evolution of advanced ceramics, solidifying their role as key materials in high-

temperature technology. 

Keywords: Advanced Ceramics, High-Temperature Applications, Thermal Stability, Ceramic Matrix 

Composites (CMCs), Ultra-High-Temperature Ceramics (UHTCs), etc. 

 

I. INTRODUCTION 

 

Introduction 

High-temperature applications are fundamental to numerous advanced industries, including aerospace, power 

generation, manufacturing, and electronics. These sectors require materials that can endure extreme thermal 

and mechanical conditions without sacrificing performance. Traditional materials like metals and alloys often 
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fall short due to their limitations in melting points, thermal stability, and resistance to corrosion and wear [1-3]. 

In contrast, advanced ceramics offer a robust solution to these challenges. Engineered for specific high-

performance applications, advanced ceramics, such as silicon carbide (SiC), aluminium oxide (Al2O3), and 

zirconium oxide (ZrO2), exhibit melting points exceeding 2000°C. They maintain structural integrity under 

elevated temperatures, resist thermal shock, and show minimal thermal expansion. Furthermore, advanced 

ceramics are characterized by high hardness, mechanical strength, and exceptional chemical inertness, making 

them durable in the harshest environments [4]. 

The production and application of advanced ceramics involve sophisticated manufacturing techniques 

designed to achieve desired properties and shapes. Methods such as sol-gel processing, hydrothermal synthesis, 

spray pyrolysis, tape casting, extrusion, injection molding, and sintering are employed to produce high-purity, 

uniform ceramic powders and complex shapes [4,5]. Recent advancements in additive manufacturing, including 

3D printing, have enabled the creation of intricate ceramic components with high precision [6]. These 

advancements have expanded the applications of advanced ceramics across various industries. In aerospace, 

they are used in thermal barrier coatings for turbine blades, engine components, and heat shields. In power 

generation, advanced ceramics improve thermal efficiency and energy conversion rates in gas turbines and 

nuclear reactors [6,7]. In manufacturing, they are used in high-temperature processes like metal cutting, 

welding, and glass production. In electronics, high-temperature superconductors and insulators made from 

advanced ceramics ensure reliable performance in harsh environments. Continuous research and development 

in nanostructured ceramics, ceramic matrix composites (CMCs), and ultra-high-temperature ceramics (UHTCs) 

promise to further enhance the properties and applications of advanced ceramics, solidifying their role as key 

materials in high-temperature technology [8,9]. 

This article encompasses the comprehensive overview of advanced ceramics, emphasizing their unique 

properties, diverse applications, and the latest advancements. The insights presented herein underscore the 

critical role of advanced ceramics in high-temperature applications and the potential for future developments to 

further enhance their capabilities and impact. 

 

Importance of High-Temperature Materials 

High-temperature applications are integral to several advanced industries, including aerospace, power 

generation, manufacturing, and electronics. These industries require materials that can endure extreme thermal 

and mechanical conditions without compromising performance. Traditional materials, such as metals and 

alloys, often fail to meet the demands of these environments due to limitations in their melting points, thermal 

stability, and resistance to corrosion and wear [9,10]. Advanced ceramics, with their superior properties, 

present a robust solution to these challenges. 

 

Overview of Advanced Ceramics 

Advanced ceramics are a class of materials that offer exceptional performance in high-temperature 

environments. Unlike traditional ceramics used in pottery and construction, advanced ceramics are engineered 

to exhibit specific properties that make them suitable for demanding applications. These properties include high 

melting points, excellent thermal stability, high mechanical strength, and resistance to corrosion and wear. The 

most common types of advanced ceramics used in high-temperature applications include silicon carbide (SiC), 

aluminium oxide (Al2O3), and zirconium oxide (ZrO2) [11]. 
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Properties of Advanced Ceramics 

Advanced ceramics possess a unique combination of properties that make them indispensable in high-

temperature applications. These properties include high melting points, thermal stability, mechanical strength, 

wear resistance, corrosion resistance, and additional attributes that enhance their performance in various 

demanding environments [11,12]. 

1. High Melting Points: Advanced ceramics, such as silicon carbide (SiC), aluminium oxide (Al2O3), and 

zirconium oxide (ZrO2), exhibit melting points significantly higher than most metals and alloys. With 

melting points exceeding 2000°C, these ceramics are ideal for applications where materials are exposed 

to extremely high temperatures, such as in turbine engines and nuclear reactors [12]. 

2. Thermal Stability: These materials maintain their structural integrity and mechanical properties at 

elevated temperatures. They exhibit minimal thermal expansion, which is crucial in high-temperature 

applications to prevent material failure due to thermal stress. Additionally, advanced ceramics possess 

excellent thermal shock resistance, meaning they can withstand rapid temperature changes without 

cracking or losing functionality. This is particularly important in applications like aerospace and power 

generation, where components frequently experience sudden temperature fluctuations [13,14]. 

3. Mechanical Strength: Advanced ceramics are renowned for their high hardness and mechanical 

strength. They can withstand significant mechanical stress without deforming or failing, making them 

suitable for use in structural components subjected to high loads and abrasive environments. For 

example, zirconia-based ceramics are known for their toughness, which is enhanced by a phase 

transformation mechanism that occurs under stress, further improving their durability [15]. 

4. Wear Resistance: The high hardness of advanced ceramics contributes to their exceptional wear 

resistance. This property ensures long-term durability and reliability in demanding applications. 

Components made from advanced ceramics can withstand prolonged exposure to abrasive conditions 

without significant wear and tear, making them ideal for use in cutting tools, bearings, and other high-

wear applications [16]. 

5. Corrosion and Chemical Resistance: The chemical inertness of advanced ceramics ensures that they do 

not react with most chemicals, even at high temperatures. This property makes them highly resistant to 

oxidation, corrosion, and wear. Components made from advanced ceramics can operate in corrosive 

environments, such as in chemical processing plants, without degrading. This extends the lifespan of 

the components and reduces the need for frequent maintenance and replacement [11-14]. 

6. Electrical Insulation: Many advanced ceramics, such as alumina and silicon nitride, are excellent 

electrical insulators. They can withstand high voltages and prevent electrical discharge, making them 

suitable for use in electrical and electronic applications where insulation is critical [15]. 

7. Thermal Conductivity: Some advanced ceramics, like aluminium nitride (AlN) and beryllium oxide 

(BeO), exhibit high thermal conductivity. This property allows them to efficiently dissipate heat, 

making them ideal for use in electronic devices and components that generate significant heat during 

operation [14-16]. 

8. Low Density: Advanced ceramics typically have a lower density compared to metals, which can be 

advantageous in applications where weight is a critical factor. For instance, in aerospace and automotive 

industries, reducing the weight of components without compromising performance can lead to 

significant improvements in fuel efficiency and overall performance [17]. 
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9. Biocompatibility: Certain advanced ceramics, such as zirconia and alumina, are biocompatible, meaning 

they do not cause adverse reactions when implanted in the human body. This property makes them 

suitable for medical applications, including implants and prosthetics [18]. 

10. Dimensional Stability: Advanced ceramics exhibit excellent dimensional stability, maintaining their 

shape and size under various environmental conditions. This property is crucial for precision 

components used in industries like electronics and aerospace, where dimensional accuracy is paramount 

[19]. 

11. Optical Properties: Some advanced ceramics, such as sapphire (a form of aluminium oxide), have unique 

optical properties. Sapphire is used in applications requiring high transparency and durability, such as 

watch crystals, camera lenses, and protective covers for electronic devices [18,19]. 

12. Radiation Resistance: Advanced ceramics can resist damage from radiation exposure, making them 

suitable for use in nuclear reactors and space applications. Their ability to maintain structural integrity 

and functionality under high radiation levels ensures safety and reliability in these critical 

environments [18-21]. 

13. Magnetic Properties: Certain advanced ceramics, such as ferrites, exhibit magnetic properties that are 

useful in various applications, including magnetic storage, transformers, and inductors [22]. 

The combination of these properties high melting points, thermal stability, mechanical strength, wear 

resistance, corrosion resistance, electrical insulation, thermal conductivity, low density, biocompatibility, 

dimensional stability, optical properties, radiation resistance, and magnetic properties makes advanced ceramics 

ideal for a wide range of high-temperature and demanding applications. Continuous research and development 

are focused on enhancing these properties further, exploring new ceramic materials, and improving 

manufacturing processes to produce ceramics with even better performance characteristics [18-23]. 

 

Manufacturing Techniques [18-24] 

The production of advanced ceramics involves several sophisticated manufacturing techniques designed to 

achieve the desired properties and shapes. These techniques include: 

1. Powder Processing: The synthesis of ceramic powders is the first step in the manufacturing process. 

Methods such as sol-gel processing, hydrothermal synthesis, and spray pyrolysis are commonly used to 

produce high-purity and uniform ceramic powders [26]. 

2. Shaping Techniques: Once the ceramic powders are synthesized, they are shaped into the desired forms 

using techniques like tape casting, extrusion, and injection molding. These methods allow for the 

creation of complex shapes and fine details in ceramic components. 

3. Sintering: Sintering is the process of densifying ceramic powders by heating them to temperatures 

below their melting points. This process increases the density and strength of the ceramic material. 

Conventional sintering, hot pressing, and spark plasma sintering are some of the common sintering 

techniques used. 

4. Additive Manufacturing: Recent advancements in 3D printing technologies have enabled the 

fabrication of complex ceramic components with high precision. Additive manufacturing allows for the 

creation of intricate geometries that would be challenging to achieve with traditional methods. 

 

Applications of Advanced Ceramics [25-31] 
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Advanced ceramics are employed across a wide range of industries due to their exceptional properties, which 

make them suitable for demanding applications. Beyond the previously mentioned uses, these materials find 

application in several specialized and emerging fields. 

1. Aerospace Industry: 

o Thermal Barrier Coatings (TBCs): Advanced ceramics are used as thermal barrier coatings on 

turbine blades and other engine components to protect them from extreme temperatures. These 

coatings improve engine efficiency and reduce fuel consumption by allowing engines to operate 

at higher temperatures. 

o Heat Shields: In space exploration, ceramics are used in heat shields to protect spacecraft from 

the intense heat generated during re-entry into Earth's atmosphere. The high thermal resistance 

of these ceramics ensures the spacecraft’s integrity and safety. 

2. Power Generation: 

o Gas Turbines: Advanced ceramics are used in high-temperature components of gas turbines, 

such as combustor liners and nozzle guides. These ceramics enhance the efficiency and 

durability of turbines by withstanding the extreme temperatures and corrosive environments 

present during operation. 

o Nuclear Reactors: In nuclear reactors, ceramics are used for fuel cladding and control rods. 

Their ability to withstand radiation and high temperatures without degrading is crucial for the 

safe and efficient operation of nuclear power plants. 

3. Manufacturing: 

o Cutting Tools: Ceramics are used in cutting tools and machining inserts due to their hardness 

and wear resistance. These tools are employed in precision cutting and grinding of metals and 

other materials, extending tool life and improving machining efficiency. 

o Kilns and Furnaces: Advanced ceramics are used in the linings of kilns and furnaces for the 

production of glass, ceramics, and metals. Their thermal stability and resistance to chemical 

attack make them ideal for these high-temperature environments. 

4. Electronics: 

o Substrates: Advanced ceramics, such as alumina and silicon nitride, are used as substrates in 

electronic circuits due to their excellent thermal and electrical insulating properties. They help 

in heat dissipation and provide mechanical support for electronic components. 

o Piezoelectric Devices: Ceramics with piezoelectric properties, such as lead zirconate titanate 

(PZT), are used in sensors, actuators, and transducers. These materials convert mechanical stress 

into electrical signals and vice versa, enabling their use in a wide range of electronic 

applications. 

5. Medical Applications: 

o Implants and Prosthetics: Biocompatible ceramics, such as zirconia and alumina, are used in 

dental implants, hip replacements, and other prosthetic devices. Their durability and 

compatibility with the human body make them suitable for long-term use in medical implants. 

o Bone Regeneration: Ceramics like hydroxyapatite are used in bone grafts and scaffolds for bone 

regeneration. These materials support bone growth and healing by providing a structure that 

mimics natural bone tissue. 

6. Defence and Security: 
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o Body Armor: Advanced ceramics, such as boron carbide and silicon carbide, are used in ballistic 

armor for personal protection and vehicle armor. Their hardness and ability to absorb and 

dissipate impact energy make them effective at stopping bullets and shrapnel. 

o Armor-Piercing Projectiles: Ceramics are also used in armor-piercing projectiles and penetrators 

due to their high hardness and resistance to deformation upon impact. 

7. Energy Storage: 

o Solid Oxide Fuel Cells (SOFCs): Advanced ceramics are used as electrolytes and electrodes in 

solid oxide fuel cells, which convert chemical energy directly into electrical energy. Their high 

ionic conductivity and stability at elevated temperatures are crucial for the efficiency and 

longevity of these fuel cells. 

o Thermal Energy Storage: Ceramics are used in thermal energy storage systems, where they store 

and release heat efficiently. This application is important for managing energy in solar power 

systems and other renewable energy technologies. 

8. Environmental Applications: 

o Catalysts: Ceramics are employed as catalysts in various environmental applications, such as in 

catalytic converters for automobile exhaust systems. They help in reducing harmful emissions 

by facilitating chemical reactions that convert pollutants into less harmful substances. 

o Water Filtration: Porous ceramics are used in water filtration systems to remove contaminants 

from water. Their ability to filter out impurities while maintaining high flow rates makes them 

effective in both industrial and residential water purification. 

9. Telecommunications: 

o Microwave Substrates: Advanced ceramics are used in microwave and radio frequency 

applications, such as in communication satellites and radar systems. Their low dielectric loss 

and stable dielectric properties ensure efficient signal transmission and reception. 

10. Consumer Electronics: 

o Smartphone Screens: Sapphire, a form of aluminium oxide, is used in the screens of high-end 

smartphones and watches due to its hardness and scratch resistance. This application ensures 

that devices maintain their aesthetic appearance and durability. 

The versatility of advanced ceramics extends their utility to various fields, from enhancing industrial 

processes to improving consumer products and environmental technologies. Continuous innovation in material 

science is expanding the range of applications for advanced ceramics, providing solutions to modern 

engineering challenges and driving progress in technology. 

 

Recent Advancements  

The field of advanced ceramics is continually evolving, with ongoing research and development leading to new 

materials and improved properties: 

1. Nanostructured Ceramics: The development of ceramics with nanoscale grains has led to significant 

improvements in mechanical and thermal properties. Nanostructured ceramics exhibit enhanced 

strength, toughness, and thermal conductivity, expanding their potential applications in more 

demanding environments [32]. 
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2. Ceramic Matrix Composites (CMCs): Combining ceramics with other materials, such as fibers, has 

resulted in composites that offer enhanced toughness and damage tolerance. CMCs are particularly 

useful in applications where traditional ceramics might fail due to brittleness [33]. 

3. Ultra-High-Temperature Ceramics (UHTCs): Materials like hafnium carbide (HfC) and zirconium 

carbide (ZrC) are being explored for applications requiring temperatures above 3000°C. These UHTCs 

are promising for use in hypersonic vehicles and other extreme environments [34-36]. 

 

Future Prospects 

The future of advanced ceramics in high-temperature applications looks promising, with ongoing research 

focused on improving material properties, developing cost-effective manufacturing processes, and expanding 

their application scope. Innovations in nanotechnology, additive manufacturing, and composite materials are 

expected to play a significant role in the evolution of advanced ceramics. 

Advanced ceramics are likely to become even more critical in industries that require materials to 

perform under increasingly demanding conditions. For instance, as aerospace technology advances towards 

higher speeds and greater efficiencies, the need for materials that can withstand extreme temperatures and 

stresses will continue to grow. Similarly, the push for more efficient and sustainable power generation methods 

will drive the demand for high-performance ceramics in gas turbines and nuclear reactors. 

 

Conclusion 

In summary, advanced ceramics represent a vital class of materials for high-temperature applications. Their 

exceptional properties, including high melting points, thermal stability, mechanical strength and resistance to 

corrosion and wear, make them ideal for use in a wide range of industries. With continuous advancements in 

material science and manufacturing techniques, the potential for advanced ceramics to meet the evolving needs 

of high-temperature applications is vast. This research article provides a comprehensive overview of the 

development, properties, applications, and future prospects of advanced ceramics, underscoring their 

significance in modern technology. 

 

References 

1. C. G. Levi, "Emerging materials and processes for high-temperature applications," Current Opinion in Solid 

State and Materials Science, vol. 8, no. 1, pp. 77-91, 2004. 

2. S. Hampshire, "Silicon nitride ceramics–review of structure, processing and properties," Journal of 

Achievements in Materials and Manufacturing Engineering, vol. 24, no. 1, pp. 43-50, 2007. 

3. R. A. Miller, "Thermal barrier coatings for aircraft engines: history and directions," Journal of Thermal 

Spray Technology, vol. 6, no. 1, pp. 35-42, 1997. 

4. A. Bellosi, "Advanced Ceramics for High Temperature Applications," Materials Science Forum, vol. 606, 

pp. 27-34, 2009. 

5. P. Hu, "Nanostructured ceramics for high temperature applications," Journal of the American Ceramic 

Society, vol. 94, no. 12, pp. 3553-3570, 2011. 

6. Wang, H., & Zhang, X. (2019). Advanced ceramics for high-temperature applications. Journal of Materials 

Science & Technology, 35(1), 19-34. 

7. Zhou, J., & Li, J. (2020). High-performance advanced ceramics: Properties and applications. Materials 

Science and Engineering: R: Reports, 140, 100-124. 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 01-09 

 

 

 
8 

8. Wang, L., & Zhang, Y. (2018). Thermal barrier coatings: Advances and challenges. Journal of Thermal 

Spray Technology, 27(1), 72-85. 

9. Cao, Y., & Zhang, Y. (2021). Ultra-high-temperature ceramics: Recent developments and future 

perspectives. Journal of the European Ceramic Society, 41(3), 240-256. 

10. Matsumoto, S., & Saito, S. (2017). Fabrication and properties of silicon carbide ceramics. Journal of the 

American Ceramic Society, 100(5), 1605-1621. 

11. Li, Y., & Liu, Z. (2021). Advances in ceramic matrix composites. Composites Science and Technology, 212, 

108868. 

12. Chen, L., & Wang, Z. (2019). Manufacturing techniques for advanced ceramics. Journal of Materials 

Processing Technology, 264, 116-130. 

13. Wang, X., & Yang, J. (2020). High-temperature applications of advanced ceramics: A review. Materials 

Today, 36, 50-63. 

14. Srinivasan, V., & Rehm, M. (2018). High-temperature stability of advanced ceramic materials. Ceramics 

International, 44(6), 6290-6304. 

15. Jin, L., & Yang, Y. (2021). Nanostructured ceramics for high-temperature applications. Advanced 

Functional Materials, 31(20), 2008314. 

16. Zhang, M., & Li, W. (2020). High-performance ceramics for aerospace applications. Aerospace Science and 

Technology, 101, 105813. 

17. Yuan, X., & Zhang, C. (2019). The role of advanced ceramics in power generation. Energy Reports, 5, 1077-

1087. 

18. Jiang, J., & Wang, Y. (2018). Advanced ceramics for medical implants: Properties and applications. 

Biomedical Materials, 13(6), 065004. 

19. Sharma, P., & Singh, K. (2021). Wear-resistant ceramics for industrial applications. Wear, 472-473, 203-

218. 

20. Li, Q., & Xie, W. (2017). Ceramic matrix composites: A review. Composites Part A: Applied Science and 

Manufacturing, 103, 224-234. 

21. Gao, Y., & Liu, X. (2020). The use of advanced ceramics in energy storage systems. Journal of Power 

Sources, 451, 227755. 

22. Chen, Z., & Zhang, L. (2019). Thermal barrier coatings: Properties and applications in aerospace. Materials 

Science and Engineering A, 764, 138192. 

23. Huang, Z., & Zhang, Q. (2018). Advanced ceramics in high-temperature environments. Journal of High 

Temperature Physics, 8(2), 112-129. 

24. Kang, S., & Song, H. (2021). Additive manufacturing of advanced ceramics: Recent developments and 

future directions. Additive Manufacturing, 37, 101722. 

25. Huo, M., & Xu, J. (2019). Advanced ceramics for environmental applications. Environmental Science & 

Technology, 53(8), 4589-4602. 

26. Jin, J., & Wang, Z. (2021). High-temperature superconductors made from advanced ceramics. 

Superconductor Science and Technology, 34(3), 033003. 

27. Wu, H., & Sun, X. (2018). Mechanical properties of advanced ceramics under extreme conditions. Journal 

of the Mechanical Behavior of Biomedical Materials, 79, 185-196. 

28. Yang, H., & Liu, H. (2020). Advanced ceramics for defense and security applications. Journal of Materials 

Engineering and Performance, 29(9), 7451-7462. 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 01-09 

 

 

 
9 

29. Sun, Y., & Li, X. (2017). Biocompatible ceramics for medical implants: A review. Materials Science and 

Engineering: C, 70, 860-870. 

30. Guo, W., & Zhang, Y. (2021). Thermal energy storage using advanced ceramics. Renewable Energy, 172, 

314-325. 

31. Zhu, J., & Zhou, X. (2018). Properties and applications of piezoelectric ceramics. Journal of 

Electroceramics, 41(1), 1-16. 

32. Liu, Y., & Zhang, T. (2020). The role of advanced ceramics in telecommunications. IEEE Transactions on 

Microwave Theory and Techniques, 68(6), 2252-2261. 

33. Wang, S., & Zhang, R. (2019). Advances in high-temperature ceramic materials for industrial applications. 

Industrial Ceramics, 39(4), 245-258. 

34. Chen, L., & Li, J. (2017). Properties and applications of high-temperature ceramics in the glass industry. 

Glass Technology: European Journal of Glass Science and Technology Part A, 58(4), 176-185. 

35. Zhou, Y., & Liu, X. (2021). Radiation-resistant ceramics for nuclear applications. Journal of Nuclear 

Materials, 541, 152434. 

36. Liu, Q., & Zhao, X. (2018). Advanced ceramics for energy-efficient buildings. Building and Environment, 

137, 117-126. 

 

 

 

 



 

Copyright © 2024 The Author(s) : This is an open access article under the CC BY license 

(http://creativecommons.org/licenses/by/4.0/) 

 

 

 International Journal of Scientific Research in Science and Technology 

Available online at : www.ijsrst.com  

Print ISSN: 2395-6011 | Online ISSN: 2395-602X                                              doi : https://doi.org/10.32628/IJSRST 
 

 
 

 

  

 

 

 

 10 

Space Technology: A Way to Sustainable Development 
N. N. Waghule 

Dept. of physics, Bhagwan Mahavidyalaya, Ashti, Ta Ashti, Dist – Beed- 414203 (M.S) India 

 

ABSTRACT 

Sustainable development has been defined as the combination of environmental protection and 

economic growth. From last three decades we have Space technology which has its unique capability 

for transforming the life style of the humanity as a whole.  However, there are at least four reasons 

why technological improvements in eco-efficiency alone will be insufficient to bring about a 

transition to sustainability. Technology is also linked to how humans interact, what sort of traits lead 

to success for both individuals and groups, and what sort of political arrangements make sense. 

Technology is arguably what has allowed humans to develop into what we are today. The applications 

of space technology for improving the conditions in India, majority of which are burdened with large 

population density, low yield in agriculture and health problem, natural disaster are practically unlimited.   

Finally, the paper highlights successful policies and strategies at the national levels that can promote 

the harnessing of space technologies for achieving the Sustainability such as solar photovoltaic systems 

Hydropower energy system Biomass energy systems Green hydrogen technology, Wind energy 

systems. 

Keywords: Space technology, sustainability, Bio-mass energy, Food and agriculture, Health 

applications, physics-based approach, Hydropower energy system, Wind energy systems. 

 

I. INTRODUCTION 

 

Sustainable technology emphasizes the integration of environmental considerations into all stages of 

the technological lifecycle, from resource extraction and production to consumption and disposal. The 

term ‘‘sustainable development’’ has received unprecedented popularity ever since it was first defined 

by the World Commission on Environment and Development. In order to ensure that continued 

economic growth and environmental protection can go hand in hand, business leaders promoted the 

concept of ‘‘eco-efficiency’’ as the primary tool for achieving industrial sustainability. Sustainable 

development originally coined the term eco-efficiency and defined it as ‘‘adding maximum value with 

minimum resource use and minimum pollution [1]  To address these challenges, we will require the 

help of new technologies in moving towards a trajectory for sustainable development. Advanced 

sensors, drones, and satellite imaging technologies facilitate the collection of real-time data on 
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biodiversity, habitat loss, and environmental pollution, aiding in the identification of conservation 

priorities and the implementation of targeted interventions. These cleaner technologies, and cleaner 

products and that strive for more efficient use [2]. 

Objectives of the Study: 

The main objective of the paper is to discuss the importance of space technology and its tools for 

sustaining the environment. Space Technology is the specialized set of information technologies. Te 

objectives are:  

1. Identify the areas in which the Applications of Space Technology can be used to achieve a better 

and sustainable agricultural production, Health, disaster risk reduction in India.  

3. Determine how the use of Space Technology for better agricultural production, Health, Disaster risk 

reduction in India can be achieved in India. 

4. Access the challenges of the application of space technology to achieving sustainable agricultural 

production Health, Disaster risk reduction in India.  

Sustainable development actually means transforming or translating its aims into technological 

instrument monitoring and controlling instruments.  In this context sustainability operation means 

applying physics- and technology-based approaches on different levels and for different given 

situations in the attempt of improving humanity quality of life with minimum undesired impacts on 

environment. Technology-based approaches are represented by approaches that aim at applying 

technology-specific interventions to address demands of providing healthy living. 

 

II. METHODS AND MATERIAL: 

 

General methodology for operationalzing sustainability can be materialized on different levels by 

respecting following steps.  

2.1. Food and agriculture:   The remarkable achievements in Space Technology and its Applications 

during the last three decades have firmly established its unique capability for transforming the life 

style of the humanity as a whole.  Space technologies can be vital for agricultural innovation, modern 

agriculture. Space based technology is of value to farmers, agronomists, food manufacturers and 

agricultural policymakers who wish to simultaneously enhance production and profitability [3]. 

Remote-sensing satellites provide key data for monitoring the soil, snow cover and drought and crop 

development. Rainfall assessments from satellites, for example, help farmers plan the timing and 

amount of irrigation needed for crops. Accurate information and analysis can also help predict a 

region’s agricultural output well in advance and can be critical in anticipating and mitigating the 

effects of food shortages and famines. The potential applications of space technology for improving the 

conditions in India, majority of which are burdened with large population density, low yield in 

agriculture, unchecked deforestation, over dependence on unpredictable rainfall combined with 

recurrent natural disasters such as drought and floods [4]. The geospatial data, data products and 

services and the lower cost of geospatial information technology facilities have stimulated its adoption 

across the India. Emerging priorities for international collaborations in this field include the 
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development of agricultural geospatial data infrastructure, agricultural geospatial knowledge platforms, 

standards and protocols enabling interoperation and data sharing, analysis-ready agricultural thematic 

geospatial data products and the sharing of relevant software applications. Another initiative 

expanding access to space technology is the crop monitoring system in China known as Crop Watch, 

which has played an important role in preparing international stakeholders for global crop market 

fluctuations and disruptions in food supply [5]. It has encouraged national, regional and global 

adoption of space technology using remote-sensing data. 

2.2. Health applications:  Health is a critical sector that has found the application of space technologies 

particularly helpful. Te atmospheric pollution in our fast growing urban conglomerations, creating 

serious hazard to public health and causing degradation of urban ecosystems over vast regions. The 

advances in the field have improved techniques of observing and analyzing factors like temperature 

and humidity, which has shown the potential for epidemiological applications [6]. In recent years, 

space-based technologies have played a growing role in health objectives and public domains, space 

science, technology and applications. The space-based research, play a crucial role in supporting 

decision-making, improved care, education and early warning measures. Information from remote-

sensing technologies is used to monitor disease patterns, understand environmental triggers for the 

spread of diseases, predict risk areas and define regions that require disease-control planning. In the 

context of the ongoing corona virus disease of COVID-19 pandemic, using geographic information 

system data, various institutions have been able to publish information on confirmed infections and 

deaths, which has been useful in epidemiological studies of the virus. The new inventions and 

innovations in space technology have proven to be an instrument for enhancing the well-being of 

human beings [8]. 

2.3. Disaster risk reduction and humanitarian crises: There are several types of Natural disasters like 

earthquakes, floods, tornadoes, tropical cyclones, wildlife, tsunami, volcanic eruptions, landslides etc., 

that inversely affect the national progress and human life causing damage, death and loss of valuable 

goods. In recent years, space technology has become an integral part of disaster risk management and 

response efforts in the country .Space technology has shrunk time and distance, essentially reducing 

the world into a single global village with instantaneous communication connectivity and enabling 

the monitoring and shaping of the global environment as a whole. Disasters cause important loss of 

lives and assets around the world.  One of the important ways to escape from these potential risks is to 

develop technologies for early prediction of disasters, proper strategy for disaster management and 

developing awareness among the civilians to overcome the critical situations, during natural disaster. 

Space Technology is playing an important role for minimizing the adverse effect of Natural disasters. 

Satellite imagery, giving real-time information over a large area and space-based technologies like 

telecommunications, global navigation satellite systems, Geographic Information Systems and Web 

Technology can be used for prevention, preparedness, relief reconstruction, warning and monitoring 

the various phases of disaster management. Geo-stationary satellites provide continuous and synoptic 

observations over large areas on weather including cyclone monitoring. India is the seventh largest 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 10-15 

 

 

 
13 

country having second largest population of the world having Natural Disaster management systems 

of, surrounded by the Himalayas on the north, northeast and northwest the Bay of Bengal on the east 

[9-10].  

 

III. RESULTS AND DISCUSSION: 

 

Physics-based approaches for operationalisng sustainability: Physics plays an important part in all our 

lives and particularly in our understanding of the climate. Pioneering efforts to reduce energy 

consumption, diminish pollution, and develop more efficient processes are currently being researched 

and developed by teams of physicists in following ways. 

3.1 Solar photovoltaic system 

Technologies using solar photovoltaic systems to produce energy are used in much different 

application. Moreover, ground mounted panels are among the most common applications, together 

with rooftop and floating installations. It can be used to generate electricity, desalinate water and 

generate heat, etc. A zero-energy building is a building that is designed for zero net energy emissions and 

emits no carbon dioxide. Building integrated PV (BIPV) technology is coupled with solar energy sources 

and devices in buildings that are utilized to supply energy needs. A PV water-pumping system is typically 

used to pump water in  

rural, isolated and desert areas. The system consists of PV modules to power a water pump to the location 

of water need. Development Programme has worked with various stakeholders to install ground solar 

panels on waste land which can be used for agricultural purpose [11] 

 3.2 Hydropower energy systems: Climate change is a major challenge for developing countries, 

particularly India, as it faces large-scale climate variability which can increase the impact of climate 

change. Hydropower is an old technological solution, but under the right conditions, it can still 

provide all areas with cost-effective and green electricity. Hydropower is a mature technology that is 

currently used in about 160 countries to produce cost-effective, low-carbon, renewable electricity. 

Examples from various countries show that cities can enhance their existing hydropower 

infrastructure to produce more emission-free energy. For example, the hydropower station on the 

River Koyana produces about 1,960 MW of green electricity for Nation [12].  

3.3 Wind energy systems  

Wind power is one of the most rapidly accelerating technologies amongst all renewable energy 

systems. To effectively manage large-scale variable renewable energy sources, flexibility must be 

harnessed in all sectors of the energy system, from power generation to transmission and distribution 

systems, storage. Globally, to integrate 60% variable renewable generation (35% from wind) by 2050 

average annual investments in grids, generation adequacy and some flexibility measures would need 

to rise by more than one-quarter to USD 374 billion/year, compared to investments made in electricity 

networks and battery storage in 2018  

3.4 Green hydrogen technologies  

Green hydrogen is becoming a new alternative energy source to fossil fuel. Several countries have 

launched programmes to investigate how to benefit from green hydrogen production and to develop 
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the technologies required transforming hydrogen into a source of clean power. We have to develop 

low- and zero-emission heavy vehicles including trains and hydrogen-powered aerial vehicles using 

green hydrogen technology. The industries such as cement and steelmaking should be decarburizing 

industries. Additionally, electricity can be converted into hydrogen by electrolysis, providing an 

innovative way to store and transport renewable energy generated by other means when batteries or 

other modes of storage and transport are not practical [13]. 

3.5 Biomass energy systems 

Anaerobic digestion technologies or biomass that converts biodegradable waste into methane-rich 

biogas are commonly deployed worldwide. For example, urban areas in Guatemala use electricity 

generated from sugarcane biomass – also known as biogases – which has been an established practice 

amongst sugarcane producers since 1990. During the 2017–2018 harvest seasons, biogases made it 

possible to save approximately 4 million tons of carbon emissions [14]. 

 

IV. CONCLUSION: 

 

In conclusion, technology plays a pivotal role in driving sustainable development and environmental 

conservation efforts worldwide. The main contribution of this paper is the development and 

implementation of a strategic methodology for assessing the impact of space technology for sustainable 

development. Through innovations in renewable energy, agriculture, water conservation, technology 

has enabled significant progress towards mitigating climate change and preserving natural 

resources. The rising demand for energy and the ever-increasing concerns with global warming drive the 

world towards renewable energy alternatives that can truly be sustainable are Solar, wind energy and bio-

electrochemical biomass Additionally, continued research and investment in emerging technologies 

hold promise for further advancements in environmental conservation and sustainable development. 

By leveraging the power of technology alongside effective policy measures and societal engagement, 

we can create a more sustainable and resilient future for generations to come.  Ultimately, the success 

of these efforts will depend on our collective commitment to harnessing the potential of technology as 

a tool for positive change in safeguarding our planet and fostering a more sustainable global society. It 

is clear from the above discussion that eco-efficiency improvements are only useful if the endpoint is 

sustainability rather than economic growth. This paper represents only a small fraction of the work 

that is yet to be done on the implications of space technology for sustainability. 
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ABSTRACT: 

Ferromagnetic-ferroelectric particulate composites of xCoMn0.2Zn0.2Fe1.6O4 + (1-x) BaTiO3 were prepared 

by conventional ceramic method using composition x=0.0, 0.25, 0.50, 0.75, 1.00. The presence of two 

phases in composites was confirmed by XRD technique. The results of XRD pattern shows cubic spinel 

structure for ferrite phase and tetragonal perovskite structure for ferroelectric phase. The lattice constant(s) 

for mixed ferrite and ferroelectric phase are in good agreement with the reported data. No structural 

change was observed even though the composition of composites was varied. Variation of lattice 

parameters for ferrite and ferroelectric with ferrite content (x) in composites were studied. The X-ray 

density was calculated for ferrite, ferroelectric and their composites. The X-ray density increases for 

ferroelectric phase whereas it decreases for ferrite phase. The theoretical density calculated from the mass 

and volume of the composite in the form of circular pellet. The theoretical x-ray density and calculated X-

ray density that obtained by mass and volume relation is in analogous with each other and shows similar 

trend. 

Keywords:  Ferrite, ferroelectric; ME composite; X-ray density; Porosity 

 

I. INTRODUCTION 

 

Materials with ferromagnetic and ferro-electric are significantly in focus and widely investigated for 

technological application. The magneto-electric effect is defined as the electric polarization of a material 

upon application of a magnetic field or conversely, as the magnetization of a material upon application of 

an electric field. When a magnetic field is applied to a composite of the piezoelectric perovskite and the 

spinel structure phases, the ferrite particles change their shape because of magnetostriction, and the strain 

is passed along to the piezoelectric particles, resulting in an electrical polarization [1,2,3]. These 

composite provide freedom to choose the various constitution phases and vary their molar percentage, 

which play an important role in ME effect [4,5].BaTiO3 ferroelectric and CoMn0.2Zn0.2Fe1.6O4   spinel 

ferrite has high resistance, high magnetostriction coefficient, high Curie temperature. The ME voltage 

coefficient was attributed to relaxation process and resistivity of the material [6].The ferrite and 

ferroelectric composites x(CoMn0.2Zn0.2Fe1.6O4 )+1-x( BaTiO3)   have gained importance  in recent years 

due to their high magneto-electric coupling effect. These composites are synthesized by taking into 

account the mutual interaction between two phases [7]. It is important to select a suitable combination of 

ferrite and ferroelectric material to get good ME effect. In order to have better ME effect the magneto-

electric coefficient of ferrite and piezoelectric effect of ferroelectric phases must be high, which depends 
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on structural properties and resistivity [8]. Resistivity of composites and depends upon ferrite , 

ferroelectric content and sintering temperature and porosity. In recent years many magneto-electric 

composites have been developed using piezoelectric material and magneto-strictive ferrite material for 

technological applications. The BaTiO3 with pervoskite type structure is extensively studied ferroelectric 

material for its electro-mechanical properties. BaTiO3 exhibits good piezoelectric properties and possesses 

high electrical resistivity. The pure cobalt ferrite has good magnetic properties and addition of Zn, Mn 

content in small proportions in cobalt ferrite may enhance magnetic and electric properties of cobalt ferrite. 

The magnetoelectric effect is a product of the piezomagnetic effect (magnetic-mechanical effect) in the 

ferromagnetic phase and the piezoelectric effect (mechanical-electrical effect) in the ferroelectric phase, 

namely [9]. 

Magnetoelectric effect = ricferroelect
inducedStrain

voltageElectric
ferrite

fieldMagnetic

inducedStrain
)()(

−

−


−

−
       (1)                       

If these two compounds can be successfully used as component, it is expected that it will show large ME 

effect at low magnetic field and such composites can be used in variety of applications. In present 

investigation XRD of ferrite ferroelectric and their composites as well as variation of lattice constant, X-

ray density, porosity and its effect on composites were studied. 

 

II. EXPERIMENTAL PROCEDURE: 

 

2.1. Preparation of phases 

The (CoMn0.2Zn0.2Fe1.6O4) +1-x (BaTiO3) where x=0.00, 0.25, 0.50, 0.75, 1.00) composite materials were 

prepared by the standard ceramic method. The ferrite phase CoMn0.2Zn0.2Fe1.6O4 was prepared by using 

CO, MnO2, ZnO   and Fe2O3 in molar proportion as starting materials and their mixture was presintered at 

11000C for 10h. The polycrystalline BaTiO3 was prepared by using AR grade BaCO3 and TiO2 as starting 

materials in the molar proportions and presintered at 1000 0C for 8h.The chemical reaction takes place as 

follows[10]    BaCO3 +TiO2 → BaTiO3+CO2 ↑ 

2.2 Preparation of ME composites. 

ME composites were prepared by mixing ferrite and ferroelectric phases using formula 

(CoMn0.2Zn0.2Fe1.6O4)+1-x(BaTiO3) where x=0.00,0.25,0.50,0.75,1.00 respectively. The mixed powders 

were uniaxially pressed in a die to form pellets with thickness of about 2.5–3 mm and 10mm in diameter 

using hydraulic machine. These pellets were finally sinteredat1200 0C for 10h and furnace cooled up to 

room temperature.  

2.3 Characterization of ME composites: Structural characterization of ferrite, ferroelectric and their 

composites was carried out by X-ray diffraction (XRD) with CuKα   radiation. 

 

III. RESULTS AND DISCUSSION 

 

3.1. Structure analysis -XRD 

The X-ray diffraction pattern of ferrite, ferroelectric and composite of (CoMn0.2Zn0.2Fe1.6O4) +1-x(BaTiO3) where 

x=0.25,0.50,0.75, respectively were determined by XRD technique using X-ray diffractometer  using Cu Kα 

radiations (λ=1.5418A˚). The pattern shows well-defined peaks and contains no unidentified lines as in Fig.1. 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 16-21 

 

 
18 

20 30 40 50 60 70

In
te

n
s
it

y
 I
 (

a
rb

.u
n

it
)

#

#
(2

2
0
)

#
(2

1
1
)

#
(2

1
0
)

#
(2

0
0
)

#
(1

1
1
)

#
(1

1
0
)

2 (deg)

(x = 0.0)

(FE)

(2
2
0
)

(4
4
0
)

*

*

**

*

(2
2
0
)

*

#
(2

2
0
)

(2
1
1
)

#
(2

1
0
)

#
(2

0
0
)

#
(1

1
1
)

(1
1
0
)

#
(1

0
0
)

x = 0.25 C

(3
1
1
)

(4
0
0
)

(4
2
2
)

(5
1
1
)

x = 0.50 C

#(2
2
2
)

*

#
(1

0
0
)

x = 0.75 C

#

**

*

*

*
*

*

(4
4
0
)

(5
1
1
)

(4
2
2
)

(4
0
0
)

(2
2
2
)

(3
1
1
)

(x = 1.0)

(F)

 

Fig.1 XRD pa tern of CoMn0.2Zn0.2Fe1.6O4 + BaTiO3MEComposite system with x=0.0, 0.25, 0.50, 0.75, 

1.00. 

The X-ray diffraction patterns of the present ferrite, ferroelectric and composite samples were recorded at room 

temperature and in the 2 theta range of 200-700.The occurrence of the peaks with specific indices characteristic of 

spinel and perovskite structure confirm cubic spinel structure in the ferrite phase and tetragonal perovskite structure 

in ferroelectric phase of the composite. All the XRD peaks are identified and compared with JCPDS data to confirm 

the phase and found to have well matching. (Cobalt ferrite JCPDS card #22-1086 and BaTiO3 JCPDS card # 83-

1877).The intensity as well as number of the ferrite peaks (Fig.1) increases on increasing its content. The lattice 

parameters for the two phases in composites are nearly equal to that of constituent phases. For ferroelectric BaTiO3, 

the lattice parameters are equal to a = 3.99A˚, c = 4.01A˚ (c/a = 1.01) and for ferrite phase CoMn0.2Zn0.2Fe1.6O4  it is 

nearly equal to a = 8.40A˚ as shown in [Table1]. This indicates that no structural change was observed even though 

the composition of composites was varied. Using the X-ray intensity values of (311) plane of ferrite and (110) plane 

of ferroelectric, we have calculated the approximate amount of ferrite and ferroelectric phases present in the 

composites using the following relation [10]   

  

ferrite

ferroelectric

I
Ferrite % of phase 100

I
= 

   

  (2) 

The calculated percentages of constituent phases of composites are presented in Table.2. 

Table 1: Lattice parameters (a,c) and unit cell volume (V) of x(CoMn0.2Zn0.2Fe1.6O4 ) +1-x (BaTi03)  composites. 

Ferrite 

content 

x 

Lattice parameter  Volume (V) 

Ferrit

e 

a (Å) 

Ferroelectric 
Ferrite 

a3 (Ǻ3) 

Ferroel

ectric 

a2c(Ǻ3) 
a (Å) c (Å) 

0.00 -- 3.978 4.040 -- 63.93 

0.25 8.350 3.968 4.031 582.18 63.46 

0.50 8.356 3.964 4.026 583.48 63.26 

0.75 8.361 3.961 4.013 584.43 62.96 

1.00 8.400 -- -- 592.70 -- 
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Table 2: Intensity (I) of most intense peaks (311) , (110) of ferrite and ferroelectric, Phase % of 

ferrite and ferroelectric x(CoMn0.2Zn0.2Fe1.6O4 ) + 1-x(BaTi03)  composites. 

Ferrite 

content 

x 

I(311) 

Ferrite 

I110 

Ferro 

electric 

I311 / 

I110 

Ferrite 

phase %  

Ferroelectric 

phase %  

0.00 -- 1100 -- -- 100 

0.25 210 856 0.245 24.5 75.5 

0.50 330 679 0.488 48.8 51.2 

0.75 498 689 0.722 72.2 27.8 

1.00 1050 -- -- 100 -- 

 

Table 3: Experimental density (dm), therotical density (dth), X ray density (dx) and % Porosity (% P) of 

x(CoMn0.2Zn0.2Fe1.6O4 ) + 1-x (BaTi03)  composites . 

Ferrite 

content x 

dm 

gm/cm3 

(dth) 

gm/cm3 

dx 

gm/cm3 

P 

% 

0.00 4.35 4.21 6.14 29.2 

0.25 4.41 4.23 5.94 25 

0.50 4.55 4.39 5.73 19.8 

0.75 4.67 4.55 5.45 15.2 

1.00 4.71 5.10 5.29 11.2 

It is evident from Table.2 that, the percentage of ferrite and ferroelectric phase in composite is approximately equal 

to its mole percentage assumed in the synthesis of composites. The lattice parameters for the ferrite and ferroelectric 

phases in composites were calculated from XRD data using the following relations. 

    𝑎 =  𝑑√𝑁,        

(3) 

Where 
n

d
2sin




= , an  N= h2+k2+ l2   for  ferrite N = h2+k 2+l2 (a2/c2 ) for  ferroelectric phase [11].The values of 

lattice parameters for ferrite phase and ferroelectric phase are presented in Table 1. It can be seen from Table.1 that, 

the lattice parameters for ferrite phase increases with increase in ferrite content (x) whereas the lattice parameters of 

ferroelectric phase decreases with increase in ferrite content (x). The values of lattice parameter for pure ferrite and 

pure ferroelectric phase are in good agreement with the reported values [12]. The lattice constants of the composite 

are well consistent with constituent phases, indicating the absence of structural change with its variation in the 

composition.  This implies that structure remain the same even if the composition varies from x = 0.25 to x = 0.75.  

Using the values of lattice parameters, the unit cell volume of ferrite and ferroelectric was calculated and the values 

are given in Table 1.  

3.2 The experimental density: The experimental density of ferrite (x = 1), ferroelectric (x = 0.0) and their 

composites (0.25 ≤ x ≤ 0.75) were obtained using Archimedes’s principle and the values are summarized in Table3. 

The experimental density increases with increase in ferrite content x in composites. The theoretical density 

calculated from the mass and volume of the composite in the form of circular pellet of 10 mm diameter and 

approximately 3 mm thickness. The theoretical density of composites can also be computed from the relation [13]. 
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( )

1 2
theory

1 1 2 2

m m

m m


 

+
=

+
  ρ1ρ2                                

      

(4) 

      Where m1 and m2 are the molecular weights of ferrite and ferroelectric, respectively, whereas ρ1, ρ2  and  ρtheory  

are the theoretical densities of ferrite, ferroelectric and their ME composites. The values of theoretical density are 

given in Table 3. It is observed that the theoretical density increases with increase in ferrite content x in composites. 

The theoretical density calculated using the above relation (4) and that obtained by mass and volume relation is in 

analogous with each other and shows similar trend. 

3.3 The X-ray density: The X-ray density (dx) of ferrite, ferroelectric and their composites was calculated by using 

following formula [14]. 

             

( ) 







+







−=

3

F

F

2

FE

FE

Na

8M
x

cNa

M
x1dx  

    (5) 

Where, dX - the X ray density,  MFE – molecular weight of ferroelectric phase,  

MF – Molecular weight of ferrite phase,  aF and (aFE ,c) – lattice constants of ferrite and ferroelectric phase. The 

values of X-ray density densities are given in Table 3. It is observed that X-ray density increases with increase in 

ferrite content (x) in composites. The percentage porosity (%p) of the composites was calculated from the known 

values of experimental density (dm) and X-ray density (dx) and the values are shown in Table 3.It is found from 

Table 3 that porosity varies between 11.3 – 29.1 %. The high values of porosity of the present composites may be 

due to the sintering of the composites at much elevated temperature of about 1150 0C and may be due to the 

presence of Zn2+ ions. 

3.4 Porosity: Porosity of a material is the difference between the molecular and macroscopic densities. Porosity for 

various concentrations is determined from the formula- 

 %P = 1 – [dB/ dX], where, dB - Macroscopic density (obtained from the Archimedes’s principle. dX  - x-ray 

density . The percentage porosity (P %) was calculated by using the values of X-ray density and bulk 

density. The values of porosity are given in Table3.It is clear from Table3 that porosity of the samples 

decreases with increases in ferrite content (x).  

 

IV. CONCLUSION: 

 

The composites of ferrite (CoMn0.2Zn0.2Fe1.6O4) and ferroelectric (BaTiO3) were successfully synthesized using 

ceramic technique. From the X ray diffraction patterns of composites, it is clear that ferrite and ferroelectric phases 

exist separately. The structural parameter (lattice constant- ray density, bulk density etc of ferrite, ferroelectric and 

their composites are reasonably matched with standard data. The  lattice constant a increases from 8.37 to 8.40 °A 

due to addition of Mn2+ content, obeying Vegard’s law. The high values of porosity of the present composites may 

be due to the sintering of the composites at much elevated temperature of about 1150 0C and may be due to the 

presence of Zn2+ ions which increases resistivity.  
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ABSTRACT 

In the present study, BWFO (Bismuth Tungsten Ferrite) films were fabricated using the electrodeposition 

method, followed by calcination at 600°C for 4 hours. X-ray diffraction (XRD) analysis revealed distinct peaks 

corresponding to the (001), (310), (400), and (221) planes, among others, confirming a single-phase structure 

within the rhombohedral R3c space group, with an average crystallite size of approximately 39.41 nm. Energy-

dispersive X-ray spectroscopy (EDX) confirmed the presence of Bi, W, Fe, and O elements in the expected 

proportions. Scanning Electron Microscopy (SEM) images showed a plate-like structure with lengths of 50-60 

nm and thicknesses of 10-20 nm, along with increased pore sizes. FT-IR spectroscopy identified absorption 

peaks at 846.51, 1536.87, 1684.80, and 3290.75 cm⁻¹, indicating successful tungsten doping. Cyclic voltammetry 

(CV) analysis in 1 M NaOH revealed that the BWFO films had specific capacitances of 609.47, 393.51, 389.82, 

104.07, and 89.91 F/g at scan rates of 2, 5, 10, 50, and 70 mV/s, respectively. The films exhibited both electric 

double-layer and faradic capacitance behavior, with an average capacitance of 4.6 F at a 2 mV/s scan rate. 

Keywords: Electrodeposition Synthesis, Bismuth Tungsten Ferrite, Supercapacitor, Morphology 

 

I. INTRODUCTION 

 

Owing to the depletion of fossil fuels and environmental concerns, considerable efforts have focused on 

developing new alternative energy storage devices to meet future energy demands [1]. Supercapacitors, also 

referred to as ultracapacitors or electrochemical capacitors, bridge the gap between conventional capacitors and 

batteries in terms of power and energy density [2]. As a result, supercapacitors find extensive use in various 

applications, including electric vehicles, missile technology, aircraft, medical devices, and electric tools [3]. 

Based on charge storage capability, electrochemical capacitors divide into two types: (i) Electrochemical 

double-layer capacitors. Double-layer capacitors store energy through non-faradic charge separation at the 

interfaces between the electrode and electrolyte (commonly using carbonaceous materials with high surface 
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area and conductivity). (ii) Pseudocapacitors store energy through faradic redox reactions between electroactive 

materials, including metal oxides and conducting polymers [4-7]. In practical applications, one of the most 

challenging tasks for researchers is to enhance energy density and cell voltage. The asymmetric supercapacitor 

increases the operating cell voltage, resulting in enhanced energy density and capacitance [8]. Nowadays, 

numerous nanostructured metal oxides have emerged to improve the specific capacitance and conductivity of 

carbon-based electrochemical supercapacitors [9-11]. In particular, carbon has been utilized in various forms as 

supercapacitor electrode materials to achieve high power density and improved storage capacity [12]. 

Bismuth ferrite oxide (BFO) has garnered significant attention due to its unique properties, such as good oxygen 

ion conductivity, large energy density band gap, high refractive index, and dielectric conductivity. Furthermore, 

BFO is non-toxic, biocompatible, and widely employed in various applications, including optical materials, gas 

sensors, catalysts, supercapacitors, biosensors, and solid oxide fuel cells [13-15]. Recently, bismuth ferrite has 

attracted significant interest in electrochemical supercapacitors due to its high specific capacitance and long-

term charge-discharge cycle stability. However, the specific capacitance behavior of BFO has yet to be studied 

in depth [15]. This study details the preparation of BiWFeO (BWFO) films through the electrodeposition 

method, followed by calcination at 600°C for 4 hours. The structural, chemical, and electrochemical properties 

of the BWFO films were analyzed using various characterization techniques, including X-ray diffraction (XRD), 

Energy Dispersive X-ray Spectroscopy (EDX), Field Emission Scanning Electron Microscopy (FE-SEM), Fourier 

Transform Infrared Spectroscopy (FT-IR), and Cyclic Voltammetry (CV). These analyses provide a 

comprehensive understanding of the materials' potential applications in the field of energy storage. 

 

II. SYNTHESIS OF MATERIALS   

 

In this typical procedure, Bismuth Nitrate Pentahydrate (Bi(NO₃)₃·5H₂O), Iron Nitrate Nonahydrate 

(Fe(NO₃)₃·9H₂O), Citric Acid (C₆H₈O₇), and Sodium Tungstate Dihydrate (Na₂WO₄·2H₂O) were used as 

precursors. The molar concentrations of these reagents were 0.2 M, 0.2 M, 0.1 M, and 0.1 M, respectively. Each 

compound was dissolved separately in 30 ml of deionized (DI) water. For Bi(NO₃)₃·5H₂O, 3 ml of nitric acid 

was added to 27 ml of DI water to aid in dissolution. Once fully dissolved, the solutions of Bi(NO₃)₃·5H₂O, 

Fe(NO₃)₃·9H₂O, and C₆H₈O₇ were combined in a beaker, referred to as the "A-type solution." This A-type 

solution was placed on a magnetic stirrer and stirred continuously for thorough mixing. Subsequently, 10 ml of 

ammonia (NH₃) solution was added quickly to the A-type solution to adjust the pH between 8 and 10, forming 

the "B-type solution." The Na₂WO₄·2H₂O solution was then added to the B-type solution while stirring. This 

final solution was utilized for the electrodeposition process. Electrodeposition was carried out using a two-

electrode system, with a stainless steel substrate serving as the working electrode and a platinum electrode as 

the counter electrode. The working and counter electrodes were immersed in the final solution, maintaining a 

distance of 1 cm between them. A potential of ±3.5 volts was applied across the electrodes for 15 minutes at 

room temperature. After the deposition, the sample was removed and annealed in a laboratory muffle furnace 

at 600°C for 4 hours, followed by natural cooling to room temperature. The resulting WBiFeO₃ thin films 

exhibited a dark brown color. In the subsequent step, these WBiFeO₃ nanoparticle thin films were tailored for 

specific applications. The films were cut to a specific area of 1 cm² and utilized in supercapacitor applications 

with three different electrolytes. 

 

 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 22-28 

 

 

 
24 

III. RESULTS AND DISCUSSION  

 

The BWFO films were synthesized using the electrodeposition method. Following the deposition, the films 

were calcined at 600°C for 4 hours. The structural analysis was performed using XRD as shown in fig. 1(a), 

where the prominent peaks corresponded to various hkl planes, including (001), (310), (400), (221), (420), (321), 

(401), (540), (630), (112), (312), (650), and (820). The peak at ∼28° corresponded to stainless steel and was 

labeled with a “#” symbol. The XRD peaks matched JCPDS card no. 38-1289, confirming the formation of a 

single-phase BWFO film with a rhombohedrally distorted perovskite structure belonging to the R3c space 

group. The average crystallite size, calculated using scherrer equation, was approximately 39.41 nm. 

 
Fig.1: The XRD pattern and EDX spectrum of electrodeposited BWFO films 

 

The chemical composition of the BWFO films was analyzed using EDX as depicted in Fig. 1(b). During this 

process, X-rays emitted due to electron bombardment in an electron microscope were used to determine the 

elemental composition at micro and nano scales.  

Elements Weight (%) Atomic (%) 

Bi 82.78  31.64  

W 2.78 1.21  

Fe 1.75 3.80 

O 12.69  63.35  

Tab. 1: The EDX analysis of electrodeposited BWFO film. 
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The energies of the emitted X-rays were analyzed to identify the elements present in the sample (qualitative 

analysis). The detection rate of these characteristic X-rays was used to quantify the amounts of elements present. 

By scanning the electron beam over an area of the film, EDX systems also provided X-ray maps, showing the 

spatial distribution of elements. The EDX spectrum confirmed the presence of the desired elements in the 

expected proportions its analysis is shown in Table 1. 

The morphology of the BWFO films was examined using FE-SEM shown in Fig 2 (a,b). The images revealed 

that the film exhibited a plate-like structure with multiple plates stacked on top of each other. The plate 

bundles had a length of 50-60 nm and a thickness of 10-20 nm. These plates grew in various directions and 

were uniformly distributed across the surface, as shown in Fig. 6.6(a). Additionally, the FE-SEM images showed 

an increase in pore diameter, which could enhance the adsorption of electrolyte ions, thereby improving the 

supercapacitor performance of the BWFO films. 

 

 
Fig. 2: The surface morphology of electrodeposited BWFO film at (a) low and, (b) high magnifications. 

 

The FT-IR spectrum of the BWFO films was recorded in the range of 500 cm⁻¹ to 4000 cm⁻¹ as shown in Fig.3. 

Significant absorption peaks were observed at 846.51, 921.14, 1070.41, 1536.87, 1684.80, 2308.52, 2369.83, 

2916.25, and 3290.75 cm⁻¹. The absorption peak at 846.51 cm⁻¹ confirmed the presence of ferrite. The peaks at 

1536.87 cm⁻¹ and 1684.80 cm⁻¹ were associated with the characteristic Fe-O and W-O stretching modes in the 

BiWFeO₆ phase. The broad absorption at 3290.75 cm⁻¹ was attributed to the Bi-O-W bond in the BiWFeO₆ 

phase. 
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Fig.3: FT-IR spectrum of electrodeposited BWFO film 

 

The faint band at 1070.41 cm⁻¹ corresponded to the Fe-O stretching in Fe-O-Bi bonds and W-O-W symmetric 

stretching, as well as the Fe-O-Fe or O-Fe-O bending modes. The FT-IR spectrum confirmed that tungsten was 

successfully doped into the BiWFeO₆ phase, resulting in distinct vibration modes compared to BFO films. 

The electrochemical properties of the BWFO films were studied using Cyclic Voltammetry (CV) in a 1 M 

NaOH electrolyte solution as shown in fig 4(a). CV is an electrochemical technique used to investigate the 

thermodynamics and electron transfer kinetics at the electrode-electrolyte interface, crucial for supercapacitor 

and Li-ion battery applications. The CV measurements were conducted at different scan rates, including 2, 5, 10, 

50, and 70 mV/s. The CV profiles of the BWFO films were recorded in the potential range of -0.1 to -1.5V 

under a three-electrode configuration. The results indicated that the CV window changed with varying scan 

rates, but the potential range remained fixed. The area enclosed by the CV curve, which correlates to the 

charge storage capability, increased with the scan rate, demonstrating enhanced energy storage capacity due to 

tungsten doping in the BWFO films. 

 

Capacitance Analysis: The average capacitances of the BWFO films were calculated, and the results were 

presented in the corresponding figures. The average capacitance decreased with increasing scan rates, with an 

optimal capacitance of 4.6 F at a 2 mV/s scan rate. The specific capacitances of the BWFO films at scan rates of 2, 

5, 10, 50, and 70 mV/s were 609.47, 393.51, 389.82, 104.07, and 89.91 F/g, respectively. The highest 

performance was observed at the lowest scan rate. The high specific capacitance can be attributed to the well-

defined slices and numerous air voids in the BWFO film, which increased the electrode's porosity. 
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Fig. 4: CV and CD plots of BWFO films recorded in 1 M NaOH solution for different scan rates. 

 

Charge/Discharge Analysis: As shown in fig 4(b), The charge/discharge curves of the BWFO films in a 1 M 

NaOH solution at a current density of 10 mA exhibited a triangular shape, indicative of pure electrical double-

layer capacitor behavior. The voltage range for BWFO films was -0.23V to -0.99V. The discharge time was 

relatively short compared to the charging time, due to the electrical double-layer capacitance behavior. 

However, the longer discharge duration observed in BWFO films was attributed to the synergistic effect of 

combining electrical double-layer and faradic capacitances. The discharge time for BWFO films was 504 

seconds. The charging curves were non-linear, while the discharging curves were highly linear. 

 

IV. CONCLUSION 

 

The BWFO films were successfully synthesized using electrodeposition and confirmed to have a rhombohedral 

single-phase structure with an average crystallite size of 39.41 nm. EDX and FT-IR analyses confirmed the 

incorporation of tungsten into the BiWFeO6 phase. SEM images revealed a plate-like morphology with pore 

sizes that could enhance supercapacitor performance. The CV analysis demonstrated that the tungsten doping 

significantly improved the energy storage capacity, with specific capacitances ranging from 89.91 F/g to 609.47 

F/g depending on the scan rate. The highest specific capacitance was observed at the lowest scan rate of 2 mV/s. 

The films exhibited a combination of electric double-layer and faradic capacitance, contributing to their 

efficient energy storage. The charging/discharging curves showed typical triangular shapes, confirming the 

capacitive behavior, with a discharging time of 504 seconds. These results indicate that the BWFO films have 

strong potential for electrochemical supercapacitor applications. 
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Abstract : 

Using the MCNP code, the radiation shielding properties of a 50 weight percent WO3/E44 epoxy composite are 

examined at different gamma energies ranging from 80 keV to 1.33 MeV. For WO3 filler particles, two scales 

are therefore taken into consideration: micro and nano, with diameters of 1 𝜇m and 50 nm, respectively. 

According to the results of the simulation, WO3 nanoparticles show a greater rise in linear attenuation 

coefficient than micro size particles. Lastly, a good agreement is shown when the simulation findings are 

validated against the published experimental data. 

 

I. INTRODUCTION 

 

Polymer composites show promise for use in dosimeters, electromagnetic interference (EMI) devices, gamma 

and neutron radiation shielding, industry, and healthcare [1, 2]. [05] High-energy elements might not be able to 

filter every kind of radiation, especially neutron emissions from space or nuclear laboratories. They might also 

be limited in some applications because of their large weight, clumsy design, and toxicity (lead).[06] Thus, non-

toxic "lead-free" filler-reinforced polymer composite has generated a lot of public attention in a variety of fields, 

particularly medical treatment, nuclear plants, and mobile nuclear devices, due to its lightweight, workability, 

and excellent radiation attenuation capabilities.[09] High amounts of high-V fillers added to epoxy matrix 

composites have made them an appealing option for radiation shielding.[09] The impact of tungsten oxide 

particle size. The impact of tungsten oxide particle size on WO3/epoxy composites has been studied at x-ray 

tube voltages ranging from 25 to 120 kV [10]. Polymer composites are lightweight, cost-effective, and easy to 

process [05]. When combined with high-Z materials in specific weight fractions, these composites show 

potential for use as effective radiation shielding materials. Several studies have examined how the grain size of 

shielding materials affects their linear attenuation coefficients [09]. It is generally believed that nano-sized 

particles disperse more uniformly within the matrix and experience fewer agglomerations compared to micro-

sized particles. This enhanced dispersion improves the material's radiation attenuation capabilities. 

Nanostructured materials are characterized by structural elements with dimensions ranging from 1 to 100 nm. 

The exceptionally small size of nanostructured materials can impart unique chemical and physical properties 

compared to the same compounds in microscopic or macroscopic dimensions [14]. In this study, the linear 

attenuation coefficients of epoxy resin doped with nano-WO3 and micro-WO3 in identical proportions were 

calculated using the MCNP computer code. These results were then compared with the experimental data 

reported by Dong et al. [11].  
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II. MATERIALS AND SAMPLE PREPARATION 

 

In this study, a simulation was performed using the MCNP computer code to analyze a 50 wt% WO3/E44 

epoxy composite, incorporating both micro-sized (1 µm) and nano-sized (50 nm) tungsten oxide particles, in 

line with experimental work [11]. The formula for the E44 epoxy resin is C21H24O4. Particle sizes were 

defined using a lattice card, with the lattice system views shown in Fig. 1 for both nano and micro-sized WO3 

particles in the epoxy matrix. The figure shows magnifications of 6 µm × 6 µm (Fig. 1(a)) and 20 µm × 20 µm 

(Fig. 1(b)). The simulation geometry for validation calculations is illustrated in Fig. 2, where WO3 particles are 

positioned at the center of cubes within the epoxy resin lattice. A narrow, straight gamma-ray beam was 

directed at the sample perpendicular to its surface. A NaI scintillation detector with a radius of 3 cm and a 

height of 0.02 cm was used to measure particle flux behind the sample, employing an F4 tally in an energy bin 

corresponding to the source's defined energy, as in the experiment [11]. According to Lambert–Beer law, the 

linear attenuation coefficient for gamma and x-rays is described as [19]. 

                                                     A/A0=e-µh ...................1 

where A is the intensity of photons transmitted across some distance h, A0 is the initial intensity of 
photons, 

𝜇 is the linear attenuation coefficient, and h is the distance traveled. Thus the linear attenuation coeffi- 
cients can be calculated with 

                                                        𝜇 =  
𝐿𝑛(𝐀𝟎/ 𝐀)

𝑑
  ---------  2 

The linear attenuation coefficients of WO3/E44 epoxy samples were calculated for gamma rays at differ- ent 
energies, which have been obtained to be from keV to 1330 keV. 

The elemental weight fractions of the 50 wt% WO3/E44 epoxy composite and physical characteristics of applied 

materials are presented in Tables 1 and 2, respectively 

 

                                
 

Fig. 1. Schematic view of the network of 50 wt% WO3/E44 epoxy composite, in which WO3 particles 
disperse uniformly in the epoxy matrix as spheres with radii of 50 nm (a) and 1 µm (b). 

 

As shown in Fig. 2, a K-shell peak at 70 keV, characteristic of tungsten, is evident. Figure 3 illustrates the 

relative increase in the linear attenuation coefficient (nano vs. micro) for a 50 wt% WO3/E44 epoxy composite 

at various energies. The simulation results indicate that composites with nano-sized WO3 particles exhibit 

higher linear attenuation coefficients compared to those with micro-sized particles, consistent with 

experimental observations [11]. This effect can be attributed to the larger cross-sectional area of nano-sized 

particles compared to micro-sized ones, leading to a higher probability of photon collisions with the tungsten 

particles and consequently greater attenuation coefficients. While the simulation results deviate from 

experimental data by less than 5% for energies below 778.6 keV, discrepancies increase at higher energies, 

approaching 1330 keV. This suggests that while nanostructured materials show significant attenuation 
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improvements, as noted in Botelho et al. [18], they are particularly effective for low-energy applications, 

especially in radiological protection. 

 

Table 1. Elements in the 50 wt% WO3/E44 epoxy composite. 

  Elements Atomic 

Number  

Atomic Weight  Weight by 

Fraction  

1 Hydrogen (H) 1 1.00794 0.03553 

2 Carbon (C) 6 12.011 0.37047 

3 Oxygen (O) 8 15.9994 0.19751 

4 Tungsten (W)  74 183.84 0.39649 

    

Table 2.    Characteristics of applied materials at room temperature. 

 

Sr. No  Materials  Density  gm/cm3 

1 WO3 7.16 

2 E44 epoxy 1.18 

3 50 wt% micro-WO3/E44 epoxy 2.18 

4 50 wt% nano-WO3/E44 epoxy 2.29 

 

Figure 2 shows the mass attenuation coefficient of a 50 wt% WO3/E44 epoxy composite across a range of 

energies from 1 keV to 5 MeV, as calculated using XCOM [16]. The effective atomic number \( Z \) for this 

composite is 54.07, also determined via XCOM [16]. High atomic number materials are generally more effective 

for shielding, and Figure 3 reveals a prominent K-shell peak at 70 keV, which is characteristic of tungsten. 

Figure 4 illustrates the relative increase in the linear attenuation coefficient (nano vs. micro) for the 50 wt% 

WO3/E44 epoxy composite at various energies. The simulation shows that composites with nano-sized WO3 

particles exhibit higher linear attenuation coefficients compared to those with micro-sized particles, consistent 

with experimental observations [11]. This can be explained by the fact that nano-sized particles have larger 

cross-sectional areas than micro-sized particles, leading to a greater probability of photon collisions and thus 

higher attenuation coefficients. The discrepancy between simulation and experimental results is less than 5% 

for energies below 778.6 keV. However, at higher energies near 1330 keV, while the linear attenuation 

coefficient increases, the discrepancy also grows, as noted in the experimental work [11]. This suggests that 

nanostructured materials, as indicated by Botelho et al. [18], are particularly effective for low-energy 

applications, especially in radiological protection. 

 
Fig. 2. Mass attenuation coefficient for 50 wt% WO3/E44 epoxy composite at different energies using 

XCOM 
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Fig. 3. The relative increasing rate of linear attenuation coefficient (nano to micro) and comparison with the 

experimental data 

Gamma rays can produce significant annihilation radiation through pair production in high-Z materials [17]. 

Consequently, this composite is a promising candidate for photon attenuation applications. Figures 5 and 6 

display the simulation results for the linear attenuation coefficient of a 50 wt% WO3/E44 epoxy composite with 

micro and nano structures, respectively, at various energies. These results are compared with experimental data 

[11]. The figures show a good correlation and agreement between the simulation and experimental results. 

 
Fig. 4. Comparison of linear attenuation coefficient for micro 50 wt% WO3/E44 epoxy composite at different 

energies for experiment and our simulation 

 
Fig. 5. Comparison of linear attenuation coefficient for nano 50 wt% WO3/E44 epoxy composite at different 

energies for experiment and our simulation 

 

III. CONCLUSION:  

 

In summary, a comparison was made between the linear attenuation coefficients of 50 wt% WO3/E44 epoxy 

composites with nanostructured and microstructured WO3 particles. The radiation shielding properties of these 

composites, with WO3 particles of sizes ranging from 50 nm to 1 µm, were evaluated across various gamma 

energies from 50 keV to 1.33 MeV using the MCNP code and were validated against experimental data. The 

results demonstrate that WO3 particles with a diameter of 50 nm (nano-sized) show a greater increase in the 

linear attenuation coefficient compared to 1 µm diameter (micro-sized) particles, aligning well with the 

experimental findings. 
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ABSTRACT 

Data security while transferring data from one place to other is major issue in today’s world.  Data security 

mainly refers to protection of data from unintended user.  This technique uses encryption and decryption at 

sender’s and receiver side respectively.  Especially this technique makes use of Armstrong number while 

encrypting and decryption the data.  This technique also makes use of Differ-Hellman key exchange algorithm 

for exchanging key between sender and receiver.  The proposed Algorithm is simple.  Flexible and making both 

hardware and software implementation easier.   

Keywords: Armstrong number, data security, authentication, cryptography, cipher text. 

 

I. INTRODUCTION 

 

In today’s world transferring data through unsecure network is major concern. To ensure the security of data 

while transferring through unsecure network, there are various kinds of technique used.  One of the popular 

techniques used worldwide is cryptography.  Cryptography involves converting plain text to some unreadable 

form.  This unreadable form of data is then transmitted over the unsecured network.  Cryptography mainly 

consist of encryption and decryption of the data.  Encryption-Decryption is one of the techniques which is 

quite popular.  But, the complexity which is involved in this technique doesn’t allow its users to apply it in a 

simpler way.  Now, if we look into the detailed context of this technique then we may observe that there are 

number of ways which allows the user to encrypt the private files and information. [1][2]. 

By taking into account the extent to which the data contained in the emails can be misused ( whether working 

online or offline) providing security, both to online as well as offline email usage is of prime importance.  

Emails are a very important form of communication in day to day life. Many transactions and important 

information transfers as well as simple communications take place through emails. Thus, protecting the data 

contained in the emails.[3] 

In this paper, Encryption and Decryption process applies to both data as well as its key.  So that two way 

security is provided to the application.  After successful authentication, data is encrypted by random Armstrong 

number and at the same time Armstrong number gets encrypted.  Now for both these encrypted data and key, 
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current system timestamp is attached. So whenever receiver gets both the data he can easily recognize which 

key is for which data.  Then encrypted key is decrypted by sender’s public key and that resulted Armstrong 

number is used to decrypt actual data.  

So it is difficult to hack the data and steal it.  Once hacker steals the data, then he must have key by which that 

data is encrypted with its timestamp.  If hackers get both data and key then he must know the decryption 

algorithm to retrieve both key and data which is very difficult. 

 

II. CCYPTOGRAPHY 

 

Cryptography is mainly a technique to keep communication private.  Cryptography protects data from theft or 

alteration and also can be used for user authentication.  Its main purpose is to ensure privacy by keeping the 

information hidden from anyone for whom it is not intended.  

There are two main steps involved in cryptography such as encryption and decryption.  The purpose of 

encryption is to ensure privacy by keeping the information hidden from anyone for whom it is not intended.  

Encryption is the transformation of plain text into some unreadable form. Decryption is the reverse of 

encryption, it is the transformation of encrypted data back into some readable form.  

The data to be encrypted is called as plain text.  The encrypted data obtained as a result of encryption process is 

called as cipher text.[4] 

 

A. Types of Cryptographic Algorithms 

There are many ways of classifying cryptographic algorithms. Generally they are classified on the basis of the 

number of kays that are used for encryption and decryption.  The three types of algorithms as follows: 

1. Secret Key Cryptography (SKC) 

This kind of algorithm uses a single key for both encryption and decryption.  The most common algorithms in 

use include Data Encryption Standard (DES).Advanced Encryption Standard (AES). 

2. Public Key Cryptography (PKC) 

This kind of algorithm uses one key for encryption and another for decryption. RSA (Rivest, Shamir, Adleman) 

algorithm is an example. 

3. Hash Function 

This kind of algorithm uses a mathematical transformation to irreversibly “encrypt” information.  MD (Message 

Digest) Algorithm is an example. 

 

III. DIFFIE – HELLMAN ALGORITHM  

 

Diffie-Hellman key exchange algorithm is a cryptographic that allows two parties that have no prior knowledge 

of each other to jointly establish a shared secret key over an insecure communication channel.  This key can 

then be used to encrypt subsequent communications using a symmetric key cipher.  

For this discussion we will use Alice and Bob, to demonstrate the DH key exchange.  The goal of this process is 

for Alice and Bob to be able to agree upon a shared secret that an intruder will not be able to determine.  This 

shared secret is used by Alice and Bobto independently generate keys for  

symmetric encryption algorithms tht will be used to encrypt the data stream between them.  THE “Key” aspect 

is that neither the shared secret not the encryption key do not ever travel over the network. [5] 
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Table 1 

 

Alice and Bob agree on two numbers “p” and “g” “p” is a large prime number “g” is called 

the base or generator 

Alice picks a secret number “a” Alice’s secret number = a 

Bob picks a secret number “b” Bob’s secret number = b 

Alice computes her public number x = gb(mod p) Alice’s public number = x 

Bob computes her public number x = gb(mod p) Bob’s public number = x 

Alice and Bob exchange their public numbers Alice knows p,g,a,x,y 

Bob knows p,g,b,x,y 

Alice computes ka = gab(mod p) ka (gb mod p) a mod p 

ka = (gb) a mod p 

ka = gab ( mod p) 

Bob computes kb = gab(mod p) kb (ga mod p) b mod p 

kb = (ga) b mod p 

kb = gab ( mod p) 

Fortunately for Alice and Bob, by the laws of algebra Alice’s “ka” is 

the same as Bob’s “kb” or ka=kb=k 

Alice and Bob both know the secret  

value “k” 

 

IV. SERVER ARCHITECTURE 

 

Very general definition of a Server is a computer or device on a network that manages network resources.  For 

example, a file server is computer and storage device dedicated to storing files.  Any user on the network can 

store files on the server.  However on multiprocessing operating systems, a single computer can execute several 

programs at once.  A server in this case could refer to the program that is to manage resources rather than the 

entire computer.[4] 

 

A. What is Server Platform? 

A server platform is basically a platform consist of underlying hardware or software for a system and thus is the 

engine that drives the server. 

 

B. Types of Server 

1] FTP-Servers : One of the oldest of the internet services, File Transfer Protocol makes it possible to move one 

or more files securely between computers while providing file security and organization as well as transfer 

control. 

2] Mail-Servers : Almost as ubiquitous and crucial as Web servers, mail server move and store mail over 

corporate networks via LANs and WANs and across the Internet. 

3] Print-Servers : it is computer that manages one or more printers and a network server is a computer that 

manages network traffic. There are so many servers according to requirement like Audio/Video, Chat, Fax, 

News, Proxy, Web servers etc. 
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V.     PROPOSED SYSTEM 

 

1. Introduction 

In proposed system instead of keeping sender and receiver database as color and key value as that is used in 

earlier systems we keep unique number and name on single common server. 

Before sending, data authentication is done between sender and receiver.  Then after successful authentication 

we carry our encryption process of data and send that data to receiver.  The encryption key as Armstrong 

number is send via sender to receiver. After getting that key from sender, receiver decrypt that key using 

sender’s key and get original key.  Using this key receiver decrypt encrypted data. [6] 

Task of enhancing security include construction of formula for both data encryption and also for hiding pattern.  

Server should not process any fake request hence concept of “Diffie-Hellman” key exchange algorithm is 

introduced.  Implementation of such a security constrains in banking sector is widely helpful.  

 
Fig 1 Cline-Server Architecture 

 

2. Illustration 

a. Encryption using Armstrong numbers: let the Armstrong number used for data encryption be 153. 

Step 1:(Creating password) 

    User generated the key using Diffie-Hellman exchange algorithm 

Step 2: (Encryption of the actual data begins here) 

    Let the message to be transmitted be “CRYPTOGRAPHY” First find the ASCII equivalent of the above 

characters. 

C   R   Y    P    T    O   G    R   A    P   H    Y  

67  82  89  80  84   79  71   82  65  80  72  89   

 

Step 3:  

    Now add these numbers with the digits of the Armstrong number as follows 

   67  82  89  80  84  79  71   82  65  80  72  89 

(+) 1    5     3     1  25    9   1   125 27   1     5    3 

--------------------------------------------------------- 

    68   87  92  81  109  88 72  207 92  81 77  92 

 

Step 4:  

    Convert the above data into a matrix as follows 

A =            68       81      72         81 

                  87       109    207       77 
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                  92       82       92        92 

Step 5: 

Consider an encoding matrix 

B =       1         5          3 

             1        25         9 

             1       125       27 

Step 6: 

     After multiplying the two matrices (B x A) we get 

C =       779        890        1383        742 

            3071     3598        6075      2834 

          13427    16082     28431     12190 

       The encrypted data is… 

779, 3071, 13427, 890, 3598, 16082, 1383, 6075, 28431, 742, 2834, 12190 

     The above values represent the encrypted form of the given message. 

 

2.  Decryption Using Armstrong Number:Decryption involves the process of getting back the original data 

using decryption key. 

Step 1: (Authenticating the receiver) only when the keys from sender and receiver match, the following steps 

could be performed to decrypt the original data. 

Step 2: (Decryption of the original data begins here) 

     The inverse of the encoding matrix is  

 

D =      (1/240)*-450            240         -30 

                   -18                      24            -6 

                   100                  -120             2 

Step 3:  

       Multiply the decoding matrix with the encrypted data ( D x C) we get 

                  68       81      72         81 

                  87       109    207       77 

                  92       82       92        92 

Step 4: 

    Now transform the above result as given below 

68   87  92  81  109  88 72  207 92  81 77  92 

 

Step 5:  

    Subtract with the digits of the Armstrong numbers as follows 

 68   87  92  81  109  88 72  207 92  81 77  92 

(-) 1    5     3     1  25    9   1   125 27   1     5    3 

--------------------------------------------------------- 

67  82  89  80  84  79  71   82  65  80  72  89 

 

Step 6: 
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    Obtain the characters from the above ASCII equivalent 

67  82  89  80  84   79  71   82  65  80  72  89   

C   R   Y    P    T    O   G    R   A    P   H    Y 

 

3. Advantages 

This minimum key length reduces the efforts taken to encrypt the data.  The key length can be increased if 

needed, with increase in character length.  

Tracing process becomes difficult with this technique, because the Armstrong number is used differently in 

each step.  The key can be hacked only if the entire step involved in the encoding process is known earlier. 

Simple encryption and decryption techniques may just involve encoding and decoding the actual data, but in 

this proposed technique the password itself is encoded for providing more security to the access of original data. 

4. Disadvantages 

Diffie-Hellman key exchange algorithm involves expensive exponential operations.  The only way to break into 

this system is by Brute force attack, which also can take up to two or three years. 

The speed of execution is slow because the file size after encryption is much larger than original file. 

 

VI. CONCLUSION 

 

The above combination of Diffie-Hallman key exchange algorithm and Armstrong number proved to be the 

more efficient and reliable technique for data exchange between two parties.  The combination of Diffie-

Hallman key exchange algorithm and encryption using Armstrong number provides two way securities.  This 

technique provides more security with increase in key length of the Armstrong numbers.  In this algorithm we 

use digital signature hence this algorithm defend against man-in-middle attack and provide more security.   
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Abstract : 

The composition of Co1+xZrxFe2-2xO4 substituted zirconium with composition of x = 0.0, 0.1, 0.2, 0.3, 0.4, 

0.5 and x = 0.6 were successfully prepared by sol-gel auto-combustion technique using citric acid as a fuel 

and AR grade metal nitrates. The DC resistivity of all the samples decreases with increase in temperature 

exhibiting the semiconducting behaviour. The activation energy in paramagnetic region (Ep) is more than 

that of ferrimagnetic (Ef) region. The dielectric constant (ε'), dielectric loss (ε'') and dielectric loss tangent 

(tan ) decreases exponentially with increase in frequency. The dielectric constant (ε'), dielectric loss (ε'') 

and dielectric loss tangent (tan ) decreases with increase in zirconium content x. 

Keywords: Cobalt Ferrite, Zirconium, Electrical and dielectrical Properties; 

 

I. INTRODUCTION 

 

Ferrites are important electronic ceramic materials used in electronic devices suitably for high-frequency 

applications in the telecommunications field [1]. These ferrites are used in radio frequency circuits, high 

quality filters, rod antennas, transformer cores, read/write heads for high-speed digital tapes, and operating 

devices [2-4]. This material enjoys special significance, particularly at high frequencies, because of its 

high resistivity and low dielectric loss [3-5]. Cobalt ferrite is a well-known hard magnetic material with 

inverse spinel structure. The saturation magnetization and coercivity of cobalt ferrite is higher than the 

other nickel, manganese spinel ferrites. Cobalt ferrite is the most important and abundant magnetic 

materials that have large magnetic anisotropy, moderate saturation magnetization, remarkable chemical 

stability and mechanical hardness, which make it good candidate for the recording media [5-6]. The 

chemical composition method of synthesis, nature of dopant, site preference of dopants etc. parameters 

strongly influence the structural, electrical and magnetic properties of spinel ferrites. The magnetic 

property of spinel ferrite materials depends on the magnetic interaction between cations and magnetic 

moments, which are situated in the tetrahedral (A) and octahedral [B] sites [7-8]. In spinel-type Cobalt 

ferrite is well known to have a large magneto crystalline anisotropy, high coercivity, moderate saturation 

magnetization, high chemical stability and high mechanical hardness. So far, the fabrication of nanoscale 

cobalt ferrite powders has attracted much attention due to their exceptional physical properties [9-11]. 

Numerous synthesis methods have been developed to fabricate pure and substituted ferrites, even at low 

temperatures and low cost. Sol-gel auto-combustion technique is one of the best approaches to producing 

ferrite nanoparticles at low temperatures with better homogeneity and high yield [12-15]. So, present study 
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the effect of zirconium substitution electrical and dielectrical properties of nanocrystalline cobalt ferrite 

prepared by sol-gel auto combustion method is reported. 

 

II. EXPERIMENTAL DETAILS 

 

In this work the nano size samples of zirconium substituted cobalt ferrites Co1+xZrxFe2-2xO4 system 

with x = 0.0, 0.1, 0.2, 0.3, 0.4, 0.5 and 0.6 were synthesized by sol-gel auto combustion method. X-ray 

diffraction, scanning electron microscopy and infrared spectroscopy techniques were employed to 

characterize the prepared samples of Co1+xZrxFe2-2xO4 system [16].  

The magnetic properties of Co1+xZrxFe2-2xO4 system were investigated using pulse field hysteresis loop 

technique at room temperature by applying magnetic field of 2 Tesla. Using magnetization (M) versus 

applied magnetic field (H) plots obtained from pulse field hysteresis loop technique, the saturation 

magnetization, coercivity and remanence magnetization were obtained as a function of zirconium content 

x [17]. 

The measurements of DC resistivity ‘’ for all the samples of the Co1+xZrxFe2-2xO4 ferrite system were 

carried out in the temperature range 300-800 K using standard two probe method and the dielectric 

properties for the present samples can be explained on the basis of the mechanism of polarization process 

in ferrite, which is similar to that of conduction process. 

 

III. ELECTRICAL PROPERTIES 

 

3.1 DC Electrical Resistivity 

The measurements of DC resistivity ‘’ for all the samples of the Co1+xZrxFe2-2xO4 ferrite system were 

carried out in the temperature range 300-800 K using standard two probe method. The D.C. electrical 

resistivity plots of all the samples are shown in the Fig. 1  

 
Fig. 1: Variation of dc electrical resistivity with reciprocal of temperature for Co1+xZrx Fe2-2x O4 
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It is clear from the resistivity plots that the electrical resistivity of all Zr4+ substituted cobalt spinel ferrite 

samples decreases with increase in temperature, thus exhibiting semiconducting behavior obeying the 

well-known Arrhenius relation. It is also seen from Fig. 1 that there are two regions of conduction with 

different activation energies. The change in slope is observed in each resistivity plot at a particular 

temperature which may correspond to Curie temperature of the sample. The increase in conductivity may 

be due to the hopping of electrons between Fe2+ and Fe3+. 

3.2 Activation Energy 

The activation energy Eg for each sample in the ferrimagnetic and paramagnetic region was calculated 

from the resistivity plots. The values of activation energy for all Zr4+ substituted cobalt spinel ferrite 

samples are listed in Table 1. 

Table 1: Activation energy in paramagnetic (Ep) and ferrimagnetic (Ef) region for Co1+xZrxFe2-2xO4 

system 

Comp. 

‘x’ 

Ep 

(eV) 

Ef 

(eV) 

E 

(eV) 

0.00 0.08 0.04 0.04 

0.10 0.13 0.04 0.09 

0.20 0.73 0.57 0.16 

0.30 0.69 0.52 0.17 

0.40 0.81 0.63 0.18 

0.50 0.85 0.65 0.20 

0.60 0.92 0.69 0.23 

 

It is found from Table 1 that activation energy increases with Zr4+ substitution. It is also evident from 

Table 1 that the activation energy in paramagnetic region is greater than ferrimagnetic region.  

Dielectric Properties 

The dielectric properties for the present samples can be explained on the basis of the mechanism of 

polarization process in ferrite, which is similar to that of conduction process. The electronic exchange Fe3+ 

 Fe2+ gives the local displacement of electrons in the direction of an applied field, which induces 

polarization in ferrites.  

3.3 Dielectric constant (ε') 

The variation of dielectric constant (ε') with logarithm of applied electric field frequency for all Zr4+ 

substituted cobalt spinel ferrite samples is observed as shown in Fig 2, it can be seen that the dielectric 

constant (ε') initially decreases rapidly with increase in frequency up to the certain frequency; however, it 

remains fairly constant for higher frequencies. The decrease in dielectric constant (ε') with increase in 

frequency can be explained by considering the solid as composed of well conducting grains separated by 

the poorly conducting grain boundaries. The decrease in dielectric constant (ε') at lower frequencies is 

explained based on space charge polarization and attributed to the fact that ferroelectric regions are 

surrounded by non-ferroelectric regions similar to the relax or ferroelectric materials. The dielectric 

constant attains a constant value only at higher frequencies due to electronic polarizability. 
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Fig.2: Variation of dielectric constant ϵ’ with log f for Co1+xZrx Fe2-2x O4 Dielectric loss (ε'') 

The dielectric loss (ε'') factor is considered to be the most important part of the total core loss in ferrites. 

The variation of dielectric loss as a function of frequency is shown in Fig 3. It can be observed from fig 3 

that dielectric loss (ε'') decreases exponentially with increase in frequency and is shown in Fig 3. The 

decrease in dielectric loss is almost similar to that of dielectric constant. The decrease in imaginary part of 

dielectric constant i.e. dielectric loss is pronounced more in comparison to real dielectric constant. 
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Fig. 3: Variation of dielectric loss ϵ’’ with log f for Co1+xZrx Fe2-2x O4 

 

Dielectric loss tangent (tan ) 

The variation of dielectric loss tangent (tan ) as a function of frequency is shown in Fig 4 calculated from 

dielectric constant and dielectric loss shows decreasing trend with increasing frequency. The values of tan 

 depend on a number of factors such as a carrier concentration and structural homogeneity. The dielectric 
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loss tangent decreases exponentially with increase in frequency. The observed behavior of dielectric loss 

tangent can be explained on the basis of Maxwell-Wagner interfacial polarization. 
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Fig 4: Variation of dielectric loss tangent (tan) with log f for Co1+xZrx Fe2-2x O4 

 

The compositional dependence of various dielectric properties shows that the dielectric constant, dielectric 

loss and dielectric loss tangent all decreases as zirconium content x increase. The properties of spinel 

ferrites that are of prime concern to users or designers are mainly dielectric properties such as dielectric 

constant, dielectric loss and dielectric tangent or loss factor. 

 

IV. CONCLUSIONS 

 

The DC resistivity of all the samples decreases with increase in temperature exhibiting the semiconducting 

behaviour. The activation energy in paramagnetic region (Ep) is more than that of ferrimagnetic (Ef) 

region. The dielectric constant (ε'), dielectric loss (ε'') and dielectric loss tangent (tan ) decreases 

exponentially with increase in frequency. The dielectric constant (ε'), dielectric loss (ε'') and dielectric loss 

tangent (tan ) decreases with increase in zirconium content x. 
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ABSTRACT 

This study presents the synthesis of Bismuth Copper Selenium Oxide (BiCuSeO) films via a sol-gel method, 

followed by comprehensive characterization using X-ray diffraction (XRD), scanning electron microscopy 

(SEM), and energy-dispersive X-ray analysis (EDAX). The results confirmed a well-defined tetragonal structure 

and consistent elemental composition. The films demonstrated an impressive LPG sensitivity of 52% at a 1000 

ppm concentration at 130°C, with a response time of 160 seconds and a recovery time of 179 seconds. 

Selectivity tests revealed a response ratio of 5:1 for LPG compared to hydrogen and carbon monoxide. The 

long-term stability of the films was validated, showing a 92% retention of sensitivity after 30 days. These 

findings underscore BiCuSeO's potential as a promising material for LPG detection in gas sensor applications. 

Keywords: Sol-gel Synthesis, BiCuSeO, Gas Sensors, Morphology. 

 

I. INTRODUCTION 

 

Recent advancements in metal oxide (MOS) gas sensors have highlighted their extensive research and practical 

applications, particularly in the detection of hazardous gases across various industries [1, 2]. The increasing 

reliance on liquefied petroleum gas (LPG) in households, industries, and transportation has made the demand 

for reliable LPG gas sensors increasingly urgent. Given LPG's highly flammable and explosive nature, early leak 

detection is crucial to prevent potential hazards such as fires, explosions, and asphyxiation. The low cost, ease of 

use, and ability to detect a wide range of gases—including flammable gases like LPG, hazardous nitrogen 

dioxide (NO₂), hydrogen (H₂), and other environmental pollutants have fueled significant interest in MOS-

based sensing materials [3-5]. The fundamental operating principle of most MOS-based gas sensors is the 

change in electrical conductivity of the sensing layer [6-7], which can be modulated by a gate voltage in field-

effect transistor (FET) devices. Various MOS materials, such as ZnO, SnO₂, In₂O₃, WO₃, CuO, and Fe₂O₃, have 
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been extensively explored for gas-sensing applications [8-12]. Over time, diverse synthesis methods have been 

developed to produce MOS in both film and powder forms, with varying morphologies and dimensions tailored 

for specific sensing needs. These methods often aim to enhance surface sensitivity or functional porosity to 

specific gases while ensuring the practical fabrication of MOS structures. MOS-based sensors have proven 

capable of detecting a variety of gases, including LPG, H₂, CO, NH₃, NOₓ, and organic vapors [13-21]. 

However, challenges remain in improving sensitivity, electrical and environmental stability, and selectivity, 

particularly in high-temperature environments and when distinguishing between gases in complex mixtures, 

especially with simpler oxides [22]. In residential settings, where LPG is commonly used for cooking and 

heating, undetected leaks can lead to catastrophic accidents. Industrial applications of LPG in fuel systems and 

manufacturing processes also demand reliable gas detection to ensure safety and regulatory compliance. 

Additionally, with the increasing use of LPG as an alternative fuel in vehicles, effective sensors that can detect 

leaks and prevent accidents in confined spaces like garages and workshops are becoming increasingly critical. 

These sensors are vital for protecting lives, property, and the environment by providing timely warnings and 

enabling swift responses to LPG leaks.  Bismuth Copper Selenium Oxide (BiCuSeO), also known as BCSO, has 

emerged as a promising material for gas sensors due to its unique combination of electrical and thermal 

properties, which are essential for sensitive gas detection. The material's layered structure offers a high surface 

area and tunable electronic properties, enhancing its responsiveness to various gas molecules. BCSO also 

exhibits excellent thermal stability, making it effective for operation at elevated temperatures, crucial for 

detecting gases like hydrogen and methane. Additionally, the material can be synthesized with controlled 

porosity and grain size, improving its selectivity and sensitivity toward specific gases. Current research focuses 

on optimizing BCSO for practical gas-sensing applications, particularly in environments requiring high-

temperature operation and precise gas detection. 

In this study, BCSO samples were tested for LPG sensing, and the results demonstrated outstanding sensitivity, 

reinforcing its potential as a gas sensor material. The high sensitivity to LPG is attributed to its layered structure 

and adjustable electronic properties. To further evaluate its performance, the material was characterized using 

XRD, confirming its crystalline structure, and SEM, which revealed a fine grain structure that increases its 

surface area. EDAX was employed to verify the elemental composition, ensuring the correct stoichiometry. 

Resistivity measurements demonstrated the material's change in electrical conductivity in response to LPG, 

which is key to its sensing ability. These comprehensive characterizations affirm BCSO’s suitability for high-

performance LPG sensors, offering a reliable and efficient solution for detecting this hazardous gas. 

 

II.  SYNTHESIS OF MATERIALS   

 

The synthesis of Bismuth Copper Selenium Oxide (BCSO) was carried out using the sol-gel method. All 

reagents used in this experiment were of analytical grade, obtained from Sigma-Aldrich, and utilized without 

additional purification. Distilled water was used throughout the experimental process. Commercially available 

bismuth nitrate pentahydrate (Bi(NO₃)₃·5H₂O), copper nitrate trihydrate (Cu(NO₃)₂·3H₂O), selenium 

tetrachloride (SeCl₄), and citric acid (C₆H₈O₇) were used as received. Bismuth nitrate and copper nitrate were 

separately dissolved in a diluted nitric acid solution (20% HNO₃) in stoichiometric proportions. These solutions 

were then combined with selenium tetrachloride in a 200 ml glass beaker. Citric acid served as the chelating 

agent, and the pH was adjusted to 10 using a 0.2 M ammonium hydroxide solution. The mixture was stirred at 

100°C until a fluffy, dried gel was formed. This gel was then transferred to a crucible and annealed at 600°C for 
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4 hours, yielding a brownish powder composed of Bismuth Copper Selenium Oxide (BCSO) structures. The 

BCSO powder was finely ground and used to create a thick film on a glass substrate, utilizing 3 mm Scotch™ 

tape to define the 1 cm² cell area. The BCSO film was surface-treated with palladium, a highly effective 

catalytic material. 

The film was then used for sensor applications, and its structure was analyzed using X-ray powder diffraction 

(XRD) with a Rigaku D/max-g B diffractometer, operating with Cu Kα radiation (λ = 0.15418 nm) at 40 kV and 

80 mA. Morphological confirmation was achieved through field-emission scanning electron microscopy (FE-

SEM), with digital images captured at various magnifications. Finally, the BCSO films were tested for LPG 

sensitivity to evaluate their performance in gas sensor applications. The sensor response was determined using 

the relation S=(Ra−Rg)/Ra×100%, where Ra and Rg represent the resistances of the film in air and upon 

exposure to LPG, respectively. 

 

III. RESULTS AND DISCUSSION  

 

The XRD pattern of the brown BCSO thick film, as illustrated in Figure 1, confirms the presence of the 

BiCuSeO phase, highlighting its suitability for gas sensing applications.  

 
Fig. 1: XRD patterns of BCSO Nanoparticles.  

The diffraction peaks, corresponding to the reflection planes (100), (105), (201), (001), (310), (301), (212), (321), 

(313), (331), and (401), are consistent with the BiCuSeO phase (JCPDS no. 82-0494), indicating that the film 

crystallizes in a layered tetragonal structure. This structure, belonging to the P4/nmm space group, is 

characterized by alternating (Bi₂O₂)²⁺ and (Cu₂Se₂)²⁻ layers. The specific arrangement of bismuth, oxygen, 

copper, and selenium atoms creates a unique architecture that enhances the material’s electrical properties, 

crucial for effective gas detection. The high crystallinity of the BCSO film, as evidenced by the sharp XRD 

peaks, ensures a stable and responsive sensing platform. This structural integrity, combined with the material's 

ability to interact sensitively with gas molecules, makes BiCuSeO an excellent candidate for reliable and 

efficient gas sensors, particularly in detecting gases like LPG. 

The EDAX spectrum of the BCSO film, depicted in Figure 2, provides a comprehensive analysis of the film's 

elemental composition. This analysis, conducted independently of the XRD observations, specifically targeted 

the hexagon-shaped nanopillars to verify their chemical makeup.  
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Fig. 2: EDAX spectrum of BCSO Nanoparticles. 

The findings revealed that both the nanopillars and other nanostructures within the film possess identical 

chemical stoichiometry, confirming that they are composed of BCSO. The elemental ratios of Bi, Cu, and Se, as 

shown in Table 1, are consistent with the formation of BCSO nanoparticles, further corroborating the XRD data.  

 
Tab. 1: EDAX analysis of BCSO Nanoparticles.   

This uniformity in composition across different nanostructures suggests a high degree of chemical homogeneity 

within the film, which is essential for maintaining the material's integrity and functionality in gas sensing 

applications. Furthermore, the EDAX analysis underscores the precision in the fabrication process, 

demonstrating that the desired stoichiometry was successfully achieved across different morphological forms. 

This uniformity in chemical composition enhances its suitability for applications requiring consistent material 

properties, such as gas sensors, catalysis, or electronic devices. The close agreement between the EDAX and 

XRD data not only validates the accuracy of the characterization techniques but also confirms the material's 

potential for further development in LPG gas sensor applications. 

Figure 3 (a, b) presents the SEM images of BCSO nanoparticles at two different magnifications, offering detailed 

insights into their morphology.  
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Fig. 3(a, b): The surface morphology of BCSO thick films at (a) low and, (b) high magnifications. 

The images clearly show uniform and crack-free growth of the nanostructures, with the nanoparticles 

measuring approximately two micrometers in length and around 40 nanometers in width. Notably, many 

nanoparticles were interconnected, forming irregular hexagonal pillar-like architectures that were thick at the 

center and tapered towards the ends, indicating a well-defined growth pattern. The BCSO nanoparticles, with 

irregular dimensions close to 25 nm, were densely packed and agglomerated, leading to smooth and polished 

surfaces. The growth of these nanoparticles occurred in bundles, with some structures ranging from 100–500 

nm in length and 40–60 nm in diameter, resulting in elongated stick-like architectures. This distinct formation 

suggests a high degree of structural organization, which could be advantageous for various applications. Upon 

closer examination, the hexagon-shaped nanopillars exhibited bifurcations in certain areas, creating crowded 

regions interspersed with voids. This unique arrangement contributes to the structural and optical properties of 

the material, particularly in light absorption, scattering, and surface interactions. These properties are especially 

valuable in gas sensing applications, where the material's surface interactions play a crucial role in detecting 

specific gases. The voids and bifurcations within the nanopillars might also enhance gas permeability and the 

sensor's overall sensitivity. 

To investigate the temperature dependence of electrical resistance in the synthesized BCSO nanoparticles, we 

conducted characterization using the two-probe method under a reference air atmosphere.  
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Fig. 3(a, b): The curves of BCSO nanoparticles (a) temperature vs. electrical resistance (b) temperature vs. 

sensitivity at 1000 ppm of LPG 

This process allowed us to estimate the band gap energy of the BCSO nanoparticles. Figure 3(a) illustrates the 

temperature-resistance behavior of BCSO nanoparticles. Characterization was carried out over a temperature 

range of 30 to 250 °C, with 5 °C increments, to analyze this behavior. The graph reveals a typical semiconductor 

response, where resistance decreases as temperature increases. This observation confirms the semiconductor 

nature of the material. Using this plot, we estimated the band gap energy of the BCSO nanoparticles through 

calculations using the four-probe method, as described in the previous chapter. Although the (1/T) x1000 vs. 

Log10ρ graph used for calculating the band gap energy is not shown here, the estimated band gap energy of the 

BCSO nanoparticles is approximately 0.512 eV. This value aligns closely with the standard band gap energy of 

the BiCuSeO phase, confirming the semiconductor characteristics of the BCSO nanoparticles. 

The sensor response is significantly influenced by the operating temperature, as temperature affects the 

dynamics of sensing reactions and directly impacts the category and concentration of surface oxygen species on 

the sensing layer. Therefore, determining the optimal operating temperature is crucial for effective gas 

detection. To achieve this, a series of experiments were conducted at various temperatures. During these tests, 

LPG at a concentration of 1000 ppm was used as the target gas. The relationship between operating temperature 

and LPG response for BCSO nanoparticles is depicted in Figure 4(b). 

To identify the optimal temperature of BCSO nanoparticles, experiments were performed across an operating 

temperature range of 30-250 °C in a 1000 ppm LPG atmosphere, as shown in Figure 4(b). The gas response was 

recorded and presented in terms of sensitivity. The inset illustrates that sensitivity increases with temperature, 

reaching its peak at 130 °C in the LPG atmosphere before decreasing as the temperature continues to rise. The 

BCSO nanoparticles exhibited the highest response to LPG at 130 °C, which is identified as the optimal 

temperature for these nanoparticles. This optimal temperature is critical for achieving the best gas sensing 
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performance. Response and recovery times are critical parameters for evaluating gas sensors. To determine 

these times, the BCSO nanoparticles were tested with 100 ppm LPG at 130 °C. The response and recovery curve 

of the BCSO nanoparticles is shown in Figure 5(a), where the dynamic response and recovery times were 

analyzed. The BCSO nanoparticles exhibited a response time of 160 seconds and a recovery time of 179 seconds 

when exposed to LPG.  

 
Fig. 4(a, b): The curves of BCSO nanoparticles (a) Response and Recovery time (b) Stability at 1000 ppm of LPG 

at operating temperature. 

Stability is another essential criterion for gas sensors, as they must consistently function under repeated 

conditions, including varying gas concentrations and occasionally harsh environments. Maintaining stable 

performance without drift is crucial for assessing sensor reliability. To evaluate this, the long-term stability of 

BCSO nanoparticles was tested with LPG, and the results are displayed in Figure 5(b). These nanoparticles 

retained approximately 92% of their initial response even after 30 days of exposure to 1000 ppm of the target 

gas, clearly demonstrating their significant long-term stability. 

 

IV. CONCLUSION 

 

The BiCuSeO films synthesized in this study exhibited a significant LPG sensitivity, with a 55% response at 

1000 ppm and an optimal operating temperature of 130°C. The films provided rapid response and recovery 

times of 160 seconds and 179 seconds, respectively. Selectivity tests revealed that BiCuSeO displayed a response 
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ratio of approximately 5:1 when compared to hydrogen and carbon monoxide, indicating strong selectivity 

towards LPG. The long-term stability was robust, with the sensor maintaining 92% of its initial sensitivity after 

30 days at 1000 ppm LPG. XRD and SEM analyses confirmed the structural integrity of the films, even after 

extended testing. These quantitative results demonstrate that BiCuSeO is a highly promising material for the 

development of reliable LPG gas sensors, with the potential for further optimization and application to other 

gases. 
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Abstract 

 This paper presents the design, simulation, and characterization of an H-shape microstrip patch antenna 

intended for high-frequency applications. The proposed antenna is modeled using Computer Simulation 

Technology (CST) Microwave Studio, a powerful tool for simulating electromagnetic fields and optimizing 

antenna parameters. The H-shaped configuration is chosen to enhance the antenna's radiation characteristics, 

bandwidth, and gain, while minimizing size and surface wave effects. The design process involves parameter 

optimization, including substrate selection, patch dimensions, and feed point configuration, to achieve superior 

performance. Detailed simulation results are presented, demonstrating the antenna's return loss, VSWR, gain, 

and radiation pattern. The antenna operates efficiently with stable resonance, offering low return loss and high 

radiation efficiency. The simulation results confirm that the H-shape microstrip patch antenna is well-suited 

for various wireless communication systems, showing potential for integration in compact, high-performance 

devices. This paper serves as a step towards further optimization and practical implementation of H-shape 

microstrip antennas in advanced RF systems. 

Keywords: H-Shape, Microstrip patch antenna, CST, RT/duroid 5880. 

 

I. INTRODUCTION 

 

Microstrip patch antennas are popular in modern communication systems due to their low profile, lightweight 

design, and ease of integration with other electronic components. They are used in applications like satellite 

communication, radar systems, wireless communication, and medical devices. The H-shape microstrip patch 

antenna has gained attention due to its ability to improve key performance characteristics while maintaining a 

small size. The distinctive H-shape configuration enhances bandwidth, improves impedance matching, and 

increases radiation efficiency. This compact design makes it suitable for applications requiring miniaturized 

antennas with high-performance metrics. The design and optimization of microstrip patch antennas are 

typically done through electromagnetic simulations. This paper presents the design, simulation, and 

characterization of an H-shape microstrip patch antenna operating at a target frequency using CST Microwave 

Studio, a powerful tool for solving complex electromagnetic problems. The antenna is fed by a coaxial probe, a 

common and practical feeding technique due to its simplicity and effectiveness in achieving good impedance 

matching. The feed position is optimized to minimize the return loss and ensure that the antenna resonates 

efficiently at the target frequency. 

 The primary objective of this research is to explore the performance of the H-shape microstrip patch antenna 

through detailed simulations, focusing on key parameters such as return loss, radiation patterns, gain, and 

efficiency. The results obtained from the CST simulation are analyzed to evaluate the potential of the proposed 
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antenna design for use in high-frequency applications, particularly in wireless and satellite communication 

systems. 

 

II. METHOD OF DESIGNING AND MATERIAL 

 

The design of the H-shape microstrip patch antenna is aimed at achieving high performance in terms of 

bandwidth, gain, and efficiency while maintaining a compact form factor suitable for modern communication 

systems. The design parameters are carefully selected to meet the desired operational frequency, with a focus 

on using a coaxial feeding technique for improved impedance matching. This section covers the key aspects of 

the antenna design, including the substrate selection, patch geometry, and feeding mechanism. 

A. Substrate Selection 

 The choice of substrate material is crucial in determining the overall performance of the microstrip patch 

antenna. In this design, a dielectric substrate of Rogers RT/duroid 5880 with a relative permittivity (εr) of 2.2 

and a thickness of 1.6 mm is selected. The low permittivity helps reduce surface wave propagation, thereby 

improving the antenna's efficiency and gain. Additionally, the low-loss tangent of the substrate ensures 

minimal power dissipation within the material. 

B. Patch Geometry 

 The radiating element of the antenna is designed in an H-shape shown in Fig. 1, which is achieved by 

introducing two rectangular slots symmetrically in the main rectangular patch. This configuration helps in 

broadening the bandwidth and improving the impedance matching by modifying the current distribution on 

the patch. 

 

Figure 1: H-Shape Microstrip patch antenna 

 The dimensions of the H-shape are calculated based on the desired resonant frequency of 13.81 GHz. The 

equations (1) and (2) for determining the patch width (W) and length (L) are derived from the conventional 

rectangular patch antenna design formulas, which account for the effective dielectric constant and the 

wavelength at the operating frequency. 

Width of patch (W): 

 W = 
𝑐

2𝑓𝑟√
Ɛ𝑟+1

2

 (1) 

where C is the speed of light, fr is the resonant frequency, and Ɛr is the relative permittivity of the substrate. 

Effective dielectric constant (Ɛeff): 

Ɛeff = 
Ɛ𝑟+1

2
+  

Ɛ𝑟−1

2
 [1 + 12 (

ℎ

𝑤
)]

−
1

2
 (2) 

Length of patch (L): 

 L = 
𝑐

2𝑓𝑟√Ɛ𝑒𝑓𝑓
 – 2ΔL (3) 
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• where ΔL is the extension in length due to the fringing fields. 

 After calculating the rectangular patch dimensions, two rectangular slots are introduced along the length of the 

patch to form the H-shape. The slot dimensions are chosen to optimize the resonance and improve bandwidth. 

Also the design uses a coaxial probe feed for strong impedance matching and fabrication simplicity. The feed 

point is optimized for minimal return loss and efficient power transfer.  

C. Simulated Design  

 The final design of the H-shape microstrip patch antenna is shown in the simulation model, with all 

dimensions clearly specified. The design is optimized for a resonant frequency of 13.81 GHz, and the coaxial 

feed point is strategically placed to ensure effective power transfer and minimal return loss. 

 

Figure 2: Dimensions of H shape Microstrip patch antenna 

 Form Fig. 2 shows the dimensions of the H-shaped microstrip patch antenna having substrate and ground 

planes of the of the same length and width of 21 x 21 mm. The patch height is 14 mm, the width of the patch 

for each arm is 6 mm, and the slot is 4 mm joining the two arms of H. The substrate's thickness is 1.6 mm, with 

a dielectric constant of 2.2. 

 

III. RESULTS AND DISCUSSION: 

 

A. Return Loss 

 The return loss is analyzed to evaluate impedance matching, with values below -10 dB indicating good 

performance. The return loss of an H-shaped microstrip patch antenna in Fig. 3 below is -26.18 dB for the 

frequency of 13.81 GHz. 

 
Figure 3: Return loss of H shape microstrip patch antenna 

B. Gain 

 The simulated gain of the antenna is shown in the below fig. 4 H-shaped microstrip patch antennas provide 

7.05 dB of gain. 
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Figure 4: Gain of H shape microstrip patch antenna 

C. VSWR  

 The simulated VSWR of an H-shaped microstrip patch antenna is 1.01 dB, as shown in Fig. 5 in the simulated 

results. 

 
Figure 5: VSWR of H shape Microstrip patch antenna 

 

D. Radiation Pattern 

 The radiation pattern is characterized in both the E-plane and H-plane, showing the directional performance 

of the antenna and any potential side-lobe levels. In the given Fig. 6, the 3D radiation pattern of an H-shaped 

microstrip patch antenna is shown. 

 

Figure 6: Radiation Pattern of H shape microstrip patch antenna 

IV. CONCLUSION 

 

 In this paper, the design, simulation, and characterization of an H-shape microstrip patch antenna have been 

presented, with a focus on its performance at a resonant frequency of 13.81 GHz. The return loss analysis 

confirmed excellent impedance matching, with a significant return loss of -26.18 dB, far exceeding the typical 

threshold of -10 dB, ensuring efficient power transfer to the antenna. The antenna achieved a simulated gain of 

7.05 dB, indicating its suitability for applications requiring moderate to high gain. Additionally, the simulated 
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VSWR of 1.01dB further validated the efficient impedance matching, demonstrating minimal reflection and 

optimal signal transmission. 

 The radiation pattern of the antenna, analyzed in both the E-plane and H-plane, exhibited desirable directional 

characteristics with minimal side-lobe levels, highlighting the antenna's effectiveness in targeting specific 

directions. The 3D radiation pattern confirmed the focused and stable radiating performance of the H-shape 

configuration, making it a suitable candidate for high-frequency communication systems. 

 Overall, the H-shape microstrip patch antenna, with its compact design and enhanced performance metrics, 

shows great promise for integration into modern RF and wireless communication systems.  
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Abstract : 

The cadmium substituted Ni-Cu mixed ferrites samples having the generic formula Ni0.5Cu0.5-xCdxFe2O4 (x = 

0.0, 0.15, 0.25) have been synthesized by standard double sintering ceramic technique using AR grade oxides 

(NiO. CuO, CdO, Fe2O3). Formation of mono phase cubic spinel structure of ferrite phase was confirmed by X-

ray diffraction and Infrared spectroscopic analysis. Due to the large ionic radius of cadmium the lattice constant 

was found to increase with increase in cadmium. The structural parameters such as lattice constant, , theoretical 

lattice constant, X-ray density, ionic site radii, cation distribution, oxygen positional parameter bond length, 

jump length of tetrahedral (A) site as well as octahedral [B] site, tetrahedral edge length, shared and unshared 

octahedral edge length was estimated. The estimated cation distribution of ferrite was verified by comparing 

the observed and theoretical lattice parameters. The elastic parameter of ferrites such as young’s modulus, 

rigidity modulus and bulk modulus was estimated by using IR technique. 

Keywords: Structural Morphology, Elastic properties, X-ray diffraction. 

 

I. Introduction 

Due to high saturation magnetization, high resistivity, high stability and low loss energy over a wide range of 

frequency the mixed nickel copper ferrites are technologically important materials. [1, 2]. In fact, cadmium 

substituted Ni-Cu mixed ferrite are the subject of intensive investigations in the field of fundamental and 

applied research due to their wide applications in electronic industry. The physical properties of spinel ferrites 

depend on the type, amount of dopant and distribution of cations over the tetrahedral (A) and octahedral [B] 

sites [3, 4]. In electronic materials the elastic module are of much importance because they shows the nature of 

binding force in polycrystalline materials and also helps to understand the thermal properties of these materials. 

 

II. Experimental 

The ferrite with composition Ni0.5Cu0.5-xCdxFe2O4 (x = 0.0, 0.15, 0.25) were synthesized by standard double 

sintering ceramic method.[5,6,7]  Grinding using agate mortar (4 h) was carried out for each sample. The 

samples were pre-sintered at 1293 K for 12 h. The sintered powder is again reground and sintered at 1353 K for 

14 h. Then the powder of samples compressed into pellets of 10 mm diameter using a hydraulic press with 

pressure 6 ton/inch2 and sintered at 1273K for 12 h. The samples were furnace cooled to room temperature. The 
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prepared samples were characterized by X-ray powder diffractometer in the 2 range 20-80at room 

temperature to confirm mono phase spinel structure. The infrared spectra of a prepared sample were recorded 

at room temperature within the range 200 cm-1 to 800 cm-1 on the infrared spectrometer (Model 783, Perkin-

Elmer) 

 

III. Results and Discussion: 

The peaks appeared in the XRD pattern (fig.1) of the ferrites are identified. However, the non appearance of 

extra peaks reveals the formation of mono phase cubic spinel structure of ferrite. The increase of observed 

lattice parameter ‘a’ and X-ray density ‘ρ’ with increase of the cadmium content was due to the difference in 

ionic radii and atomic weight of the component ions in the ferrite system [8]. The distribution of cations in the 

tetrahedral (A) and octahedral [B] sites can be expressed as [9], (CdxCuyFe1-x-y)A[Ni0.5Cu0.5-x-yFe1+x+y]BO4-2 The 

theoretical lattice parameter of ferrite samples estimated using the relation [10] were listed in table 1. The good 

agreement between experimentally estimated and theoretical lattice parameters confirms the assumed cation 

distribution of the ferrites.  

 
Fig.1:  Typical XRD Pattern of 

 Ni0.5Cu0.5-xCdxFe2O4 for (x = 0.25) 

 

The mean ionic radius of the tetrahedral site ‘rA’ found to be increase with Cd ion content where as mean ionic 

radius of the octahedral site ‘rB’ decreases with cadmium content. The increase of ionic radius ‘rA’ of tetrahedral 

site with Cd ion content was due to the larger ionic radii of Cd ions. But the values of oxygen positional 

parameter are almost same in the ferrite systems. 

TABLE: 1 Structural and elastic parameter of ferrites system Ni0.5Cu0.5-xCdxFe2O4  

(x = 0.0, 0.15, 0.25). 

Parameters x = 0.0 x = 

0.15 

x = 

0.25 

a (Å) 8.367 8.402 8.416 

ρ x 103 (kg/m3) 5.37 5.443 5.460 

d x 103 (kg/m3) 4.003 3.421 3.990 

rA(Å) 0.67 0.65 0.70 

rB(Å) 0.687 0.686 0.684 

LA (Å) 3.623 3.633 3.642 

LB (Å) 2.953 2.959 2.968 

RA(Å) 1.898 1.901 1.906 

RB(Å) 1.990 1.994 1.999 
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ath(Å) 8.417 8.451 8.489 

u 0.386 0.388 0.389 

υ1 x 102 (m-1) 590 588 585 

υ 2 x 102 (m-1) 389 397 400 

kt (N/m) 1.482 1.712 1.746 

ko x 102 (N/m) 0.988 0.982 0.977 

Vl (m/s) 5250 5300 5321 

Vs (m/s) 3031 3111 3230 

G x109 kg m-1s-2 49.33 51.11 52.64 

B x109 kg m-1s-2 148 152 157 

E x109 kg m-1s-2 133.2 139.6 142.4 

σ 0.35 0.35 0.35 

 

The band positions of IR spectrum are listed in table 1. The shift of band position υ1 towards lower wavelength 

side was due to the substituted Cd2+ ion, preferably it occupies the tetrahedral (A) site [11]. The octahedral [B] 

site was occupied by Ni2+ions, where Fe3+, Cu2+ ions occupy both tetrahedral and octahedral sites. The force 

constant for tetrahedral ‘kt’ and octahedral ‘ko’ sites, longitudinal ‘Vl’ and transverse ‘Vs’ elastic wave velocities, 

elastic moduli for ferrite samples were estimated using the relations[9] and are listed in table 1. The decreases of 

octahedral force constant with increase of the Cd ion content, was due to the substitution of Cd ion content, 

which decreases the amount of Cu2+ and increases the amount of Fe ions in the octahedral [B] sites. The 

increase in rigidity modulus ‘G’, bulk modulus ‘B’ and young’s modulus ‘E’ with increase of the cadmium 

content, may be due to the strengthening of inter atomic bonding between various atoms continuously. The 

values of poisson’s ratio are found to be 0.35 for all the ferrites. The present estimated values of poisson’s ratios 

are lying in the range of -1 to 0.5; which reveals the theory of isotropic elasticity. 

IV. Conclusions: 

The X ray diffraction pattern revels the formation of cubic spinel structure of ferrite phase. The lattice 

parameter and X-ray density are found to increase with cadmium content. The estimated cation distribution of 

ferrites has been verified by comparing the observed and theoretical lattice parameters. The structural 

parameters estimated through X-ray diffraction were affected with cadmium content. 

The elastic parameters are found to increases with increase of cadmium content and was explained in terms of 

inter atomic bonding between various atoms and is being strengthened continuously. The estimated elastic 

parameters of the present results are in good agreement with the earlier reports. 
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Abstract : 

Present research work concentrates on evaluating the impact of inorganic ligand potassium dihydrogen 

phosphate (KDP) on optical properties of Bis Thiourea Cadmium Acetate (BTCA) crystal. Traditional slow 

evaporation solution growth technique was employed at ambient temperature for the growth of KDP-BTCA 

metal complex crystal. Urbach energy and band gap were determined from absorbance data. The optical 

constants reflectance, extinction coefficient and polarizability were assessed employing absorbance study.  

Keywords: Crystal growth, Urbach tail, extinction coefficient and polarizability. 

 

I. INTRODUCTION 

 

Thiourea coordinated metal complex crystals have gained considerable attention in past few decades owing to 

their unique credibility of beholding the properties of both organic and inorganic counterparts which rank 

them as superior materials for designing microelectronics, photonics, optical switching, optical data storage, 

frequency conversion and modern nonlinear optical (NLO) devices [1-4]. The list of thiourea metal complex 

crystals(TMC) is quite large amongst which some promising crystals are under constant investigation such as 

calcium bis thiourea chloride (CBTC), zinc thiourea sulphate (ZTS), zinc thiourea chloride (ZTC), bis thiourea 

cadmium formate (BTCF), bis thiourea cadmium chloride (BTCC), bis thiourea zinc acetate (BTZA), bis 

cadmium thiourea acetate (BTCA), etc [5-7]. The materials embodied with transition elements having closed d10 

shell electrons express excellent optical properties [8], hence BTCA is explored as a eye catching interesting 

material to investigate so as to find its applicability for suitable optical device applications. The intruding fact 

observed in literature is that very few research groups have grown and explored the characteristic features of 

pure BTCA crystal [9-11]. Furthermore, the fact that encourages more to investigate the BTCA crystal is that 

there are very few reports available on doping of impurity in BTCA crystal. As doping is the most effective  and 

fascinating way to modify the intrinsic and extrinsic properties of host crystal [12], the doping effect of glycine, 

L-alanine, L-cysteine and L-valine on distinct properties of BTCA crystal has been explored [13-16]. 

         Potassium dihydrogen phosphate (KDP) is an ideal material in the field of nonlinear optics due to 

having high growth rate, extended thermal stability, good optical homogeneity, good SHG efficiency coefficient, 

interesting TONLO behaviour foreshowing the positive refraction tendency i.e. self focusing effect [17], 
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nonlinear cubic susceptibility (χ3) of the order of 10-14 esu . Hence KDP has a wide demand under the extended 

umbrella of UV-tuneable laser systems, frequency conversion and optical data storage, laser imaging and 

remote sensing [18]. 

Due to these existing appealing properties of KDP and high technological credential, KDP was selected as a 

preeminent dopant to achieve fascinating improvement in the properties of parent BTCA crystal [19-20]. 

         Already an impact of doping effect of KDP on structural, functional properties and transmittance of 

BTCA crystal was reported by our group[21].As an output of literature survey,  no other researcher has studied 

a doping effect of KDP on different traits of Metal complex crystal; hence through this communication authors 

elaborated and demonstrated the feasibility of the Urbach energy, band gap, linear optical constants analysis of 

the KDP-BTCA crystal for distinct frequency conversion and nonlinear device applications. 

 

II. Experimental procedure 

 

With Cadmium acetate in 1 molar ratio and thiourea in 2 molar ratios dissolved in double distilled deionised 

water Cadmium thiourea acetate (BTCA) salt was formed. Prepared salt was further purified by repetitive 

recrystallization. Supersaturated solutions of pure BTCA and KDP-BTCA were prepared and the 1wt%of KDP 

was added to the supersaturated solution of parent BTCA. Agitation of six hours of pure and doped solutions 

achieved homogeneous doping throughout the solution. Parent and KDP-BTCA solutions were filtered in 

sterilized beakers and the filtrates were kept for an ambient temperature slow solvent evaporation process by 

covering the beakers with perforated coils in a constant temperature bath. Harvested crystals with prominent 

and good crystal planes and higher transmittance were selected for further study. Pure BTCA and KDP-BTCA 

crystals are shown in Fig.1. 

 
Fig.1.(a) Pure BTCA (b) KDP-BTCA crystal 

 

III. Results and discussion 

 

3.1 Urbach Energy 

For the crystalline materials, the absorption coefficient (α) exponentially depends on the photon energy (hυ) 

below the fundamental absorption edge. This relation is expressed by the Urbach empirical rule given by α  = αo 

exp (hν/EU) [23-26]. 

Where αo is a constant and EUis the band tail energy termed as Urbach energy, which declares the extension of 

tail levels into the forbidden gap below the absorption edge, h is a Planck’s constant and υ is the frequency of 

radiation. Appearance of the tail due to localized states extended in the band gap indicates low crystalline, poor 

crystalline, disordered and amorphous materials. Hence Urbach energy is a measure of structural defects or 

disorders. The log of the absorption coefficient (ln(α)) as a  function of high photon energy (hυ) is depicted in 

Fig. 2(a). 
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Fig.2. (a) Urbach tail-plot 

The degree of crystallinity is directly proportional to the slope of this region.The observed slope of the linear 

portion of the plot was found from which is 0.1903 for pure BTCA crystal and 0.9378 for KDP-BTCA 

crystal.The reciprocal of the slope of linear portion of the plot drawn between ln(α) and hυgives the value of 

Urbach energy EU. Urbach energy value EU for pure and KDP-BTCA crystal is 5.2548 eV and 1.06632 eV 

respectively. The plot interpretation confirmed lower value of Eu for KDP-BTCA crystal which explored the 

high crystallinity and less structural defects than pure BTCA crystal [23-26]. 

 
Fig.2. (b) Tauc’s Plot 

3.2 Optical band gap 

The BTCA crystal exhibits a transmittance of 48% [27], while due to doping the increased transmittance is 60% 

for KDP doped BTCA crystal. KDP-BTCA crystal is found to have superior optical properties as compared to 

BTCA which dictates the promising candidature of KDP doped BTCA crystal for UV-tunable and harmonic 

generation devices [27, 28]. 

The absorbance data was used to evaluate the optical band gap. The optical band gap of KDP-BTCA crystal has 

been determined from obtained UV-absorbance data and graphically calculated using the Tauc’s plot method. 

The optical band gap is depicted in Fig.2(b), drawn using the reported equation, (αhν)2 = A (hν-Eg) [29-30]. The 
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determined optical band gap value of KDP-CTA crystal is 4.84 eV, which is comparatively larger than the L-

Alanine and glycine doped BTCA crystal shown in Table 1[11, 22]. The high band gap value stresses wide 

optical transmission range and suggests potential candidature of KDP-BTCA under the extended umbrella of 

optoelectronic device applications[31]. 

Table 1. Optical band gap of doped BTCA crystals 

Sample Band Gap 

(eV) 

Reference 

Pure BTCA 4.16 [22] [27] 

KDP-BTCA 4.84 Present work 

Glycine-BTCA 3.55 [11] 

NMU-BTCA 4.97 [11] 

3.3 Linear Optical study 

Optically superior crystals have an important role in calibration, design, processing and tuning of the 

technological devices. Impact of inorganic ligand KDP on linear optical constants of BTCA like reflectance, 

extinction coefficient and polarizability of BTCA crystal was studied using the previously reported formulae 

[32-35] by using UV absorbance data obtained using Shimatzu spectrophotometer. From Fig. 3(a) it is 

confirmed that the reflectance of KDP-BTCA crystal has been modified to lower value. The reduced extinction 

coefficient depicted in Fig. 3(b) of KDP-BTCA crystal facilitates less optical loss, which stringently advocates 

the KDP-BTCA crystal for computing, signaling and ultrafast optical data processing[14].From Fig.3 (c),it is 

clear that the polarizability of KDP-BTCA Crystal is lowered in entire UV region which in turn decreases the 

dielectric nature of material. The lower dielectric indicates better conversion efficiency [35]. 

 
Fig.3.Variation of (a) Reflectance 
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Fig.3.Variation of  (b) Extinction Coefficient 

 
Fig.3.Variation of (c) Polarizability 

 

IV. CONCLUSION   

 

Traditional slow solution evaporation technique at ambient temperature was used for the growth of pure and 

KDP-BTCA crystals. The optical studies revealed from absorbance data confirmed widened band gap (4.84eV) 

and improved lower values of extinction coefficient, reflectance, polarizability, refractive index of KDP-BTCA 

than BTCA crystal, favouring its suitability for solar thermal device fabrication, nonlinear optical and laser 

applications. Evaluated Urbach energy of pure BTCA and KDP-BTCA crystal is 0.1903 eV and 0.9378 eV, 

confirming better crystalline nature and high order of KDP-BTCA crystal. 
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Abstract : 

This paper explores cutting-edge approaches to memory storage by leveraging nanomagnetic technologies. We 

investigate the role of nanomagnetic materials in enhancing data storage density, stability, and energy 

efficiency. Emphasis is placed on recent innovations in nanomagnetism that drive the development of high-

performance memory devices. The findings suggest that nanomagnetic technologies hold significant promise 

for advancing the capabilities of next-generation memory storage solutions, offering a pathway to more 

efficient and reliable data storage systems. 

Keywords: -   Nano magnetism, Memory Storage, High-Density Storage, Magnetic Materials, 

Superparamagnetism, Data Storage Devices, Quantum Tunnelling, Energy Efficiency, Next-Generation 

Memory, Spintronics 

 

I. INTRODUCTION 

 

The rapid advancement of technology has driven the need for more efficient, high-capacity memory storage 

solutions. Traditional memory devices, while effective, are reaching their physical and performance limitations, 

necessitating the exploration of novel approaches to data storage. Nanomagnetic technologies have emerged as a 

promising field, offering significant potential to overcome these limitations and revolutionize the landscape of 

memory storage. 

Nano magnetism, the study of magnetic phenomena at the nanoscale, enables the manipulation of magnetic 

properties in ways that were previously unattainable. By leveraging the unique characteristics of nanomagnetic 

materials, such as superparamagnetism and quantum tunneling, researchers have developed memory devices 

with unprecedented data storage density, faster read/write speeds, and enhanced energy efficiency. These 

attributes make nanomagnetic memory devices strong contenders for next-generation storage technologies. 

This paper investigates the innovative approaches that utilize nanomagnetic technologies for memory storage. 

We explore how these technologies can be harnessed to create high-performance memory devices capable of 

meeting the demands of modern computing and data-intensive applications. Emphasis is placed on the 

fundamental principles of nano magnetism, recent advancements in material science, and the practical 

challenges associated with integrating these technologies into commercially viable memory devices. 

As the demand for faster, more reliable, and energy-efficient memory continues to grow, nanomagnetic 

technologies are poised to play a crucial role in shaping the future of data storage. This study aims to provide a 
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comprehensive overview of the potential and challenges associated with these innovative approaches, offering 

insights into their application in the next generation of memory storage solutions. 

Nano magnetism: 

Nano magnetism refers to the study and manipulation of magnetic properties at the nanoscale, where materials 

exhibit unique behaviors not observed in bulk form. At this scale, magnetic properties can be finely tuned due 

to quantum mechanical effects, leading to the emergence of phenomena such as superparamagnetism, spin 

coupling, and quantum tunnelling. 

In the context of memory storage, nano magnetism is highly relevant due to its potential to revolutionize how 

data is stored and accessed. Traditional memory storage devices, like hard drives and solid-state drives (SSDs), 

rely on larger-scale magnetic or electronic principles that are reaching their physical limits in terms of speed, 

density, and energy efficiency. As devices become more compact and data-intensive applications continue to 

grow, there is an increasing demand for memory solutions that can offer higher storage capacities, faster access 

times, and lower power consumption. 

Nanomagnetic materials and devices can address these challenges by allowing for the creation of memory cells 

that are smaller, faster, and more energy-efficient than their conventional counterparts. For example, in 

Magnetic Random Access Memory (MRAM), data is stored by manipulating the magnetic states of nanoscale 

magnetic elements, allowing for non-volatile memory with high endurance and speed. The ability to control 

magnetization at the nanoscale also enables higher data density, meaning more information can be stored in a 

smaller space, which is crucial for the miniaturization of electronic devices. 

Furthermore, the inherent stability of nanomagnetic states underpins the reliability of memory devices, 

reducing the likelihood of data loss over time. As a result, nanomagnetism is poised to play a critical role in the 

development of next-generation memory technologies, offering solutions that align with the demands of 

modern computing and data storage requirements. 

 

 
 

Challenges in Traditional Memory Storage: 

Traditional memory storage technologies, such as Hard Disk Drives (HDDs), Solid-State Drives (SSDs), and 

Dynamic Random-Access Memory (DRAM), have served as the backbone of data storage for decades. However, 

as technology evolves and the demand for more efficient, faster, and higher-capacity storage solutions grows, 

these conventional technologies face several challenges: 
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1.Physical Limitations and Scalability: 

Miniaturization Limits: Traditional memory technologies are reaching their physical limits in terms of how 

small memory cells can be made. For instance, in HDDs, the size of the magnetic grains used to store data 

cannot be reduced indefinitely without risking data stability due to thermal fluctuations (the 

superparamagnetic limit). 

Scaling Challenges: DRAM, which relies on capacitors to store data, faces challenges in scaling down further 

without significant increases in leakage current, which leads to higher power consumption and heat generation. 

 

         
 

2.Energy Efficiency:  

High Power Consumption: Conventional memory storage devices, particularly DRAM, consume significant 

amounts of power, both in active operation and in maintaining data integrity (refresh cycles). This becomes a 

critical issue in portable devices where battery life is paramount and in data centers where energy costs are a 

major concern. 

Thermal Management: As devices shrink and data density increases, managing the heat generated by traditional 

memory technologies becomes increasingly difficult, leading to potential reliability issues and the need for 

more sophisticated cooling solutions. 
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3.Speed and Performance: 

Latency: Traditional memory storage devices, such as HDDs, suffer from relatively high latency due to 

mechanical parts (e.g., spinning disks and moving read/write heads), which limits their speed compared to 

newer, solid-state options. Even SSDs, while much faster, still face challenges in reaching the speeds required 

by emerging applications, such as real-time data processing and AI. 

Bottlenecks in Data Transfer: As the speed of processors and data buses increases, traditional memory storage 

devices can become bottlenecks, limiting overall system performance. This is particularly true for applications 

requiring rapid data access and processing.  

 

                    
 

4.Reliability and Data Integrity: 

Wear and Degradation: SSDs, which rely on flash memory, suffer from wear-out mechanisms, particularly in 

the NAND cells, which have a limited number of write/erase cycles. Over time, this leads to degradation in 

performance and potential data loss. 

Magnetic Interference: In magnetic storage devices like HDDs, data integrity can be compromised by external 

magnetic fields, temperature fluctuations, and physical shocks, which can cause data corruption or loss. 
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5.Cost and Economic Factors:  

Manufacturing Costs: The cost of manufacturing advanced traditional memory devices continues to rise as the 

technology approaches its scaling limits. This is due to the need for more complex fabrication processes and 

materials. 

Price-Performance Trade-offs: Users often face a trade-off between cost, storage capacity, and performance. For 

example, while SSDs offer superior speed compared to HDDs, they are generally more expensive per gigabyte, 

which can be prohibitive for large-scale data storage needs. 

6. Environmental Impact: 

Energy Consumption: The high-power consumption of traditional memory technologies contributes to a larger 

carbon footprint, especially in large data canters. 

 

Material Usage: The materials used in traditional memory devices, including rare earth metals and other non-

renewable resources, raise concerns about sustainability and environmental impact. 

Advancements in nanomagnetic materials have been pivotal in pushing the boundaries of memory storage 

technologies, offering new possibilities for high-density, energy-efficient, and fast memory devices. These 

materials leverage the unique magnetic properties that emerge at the nanoscale, enabling innovative solutions 

that address the limitations of traditional memory technologies. Here are some key advancements in this field:  

         
 

Advancements in Nanomagnetic Materials: 

1. Development of Magnetic Nanoparticles 

Enhanced Magnetic Properties: Magnetic nanoparticles, such as iron oxide (Fe₃O₄) and cobalt ferrite 

(CoFe₂O₄), have been engineered to exhibit superparamagnetism, where they can rapidly switch between 

magnetic states without retaining magnetization when an external magnetic field is removed. This property is 

essential for creating high-density storage devices, as it allows for the miniaturization of memory cells without 

risking data stability. 

Surface Functionalization: Advances in the surface modification of magnetic nanoparticles have improved their 

stability and compatibility with different substrates, enabling better integration into memory devices. 
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2. Spintronic Materials 

Magnetoresistive Materials: The discovery and optimization of materials exhibiting Giant Magnetoresistance 

(GMR) and Tunnel Magnetoresistance (TMR) have been groundbreaking. These materials change their 

electrical resistance in response to an applied magnetic field, which is the principle behind Magnetoresistive 

Random Access Memory (MRAM). MRAM devices can store data non-volatilely with faster access times and 

lower power consumption compared to traditional memory. 

Heusler Alloys: These are a class of ferromagnetic materials with high spin polarization, which enhances the 

efficiency of spintronic devices. Heusler alloys, such as Co₂MnSi, have been refined to achieve higher Curie 

temperatures and better spin filtering properties, crucial for reliable memory device performance. 

         
  

3. Antiferromagnetic Materials 

Antiferromagnetic Spintronics: Unlike ferromagnetic materials, antiferromagnetic materials do not produce 

stray magnetic fields, making them less susceptible to external magnetic interference. This property has been 

leveraged in the development of antiferromagnetic spintronic devices, which offer faster data writing speeds 

and higher stability at smaller scales. 

High-Speed Data Processing: Antiferromagnetic materials enable ultrafast dynamics and have the potential to 

operate at terahertz frequencies, significantly increasing the speed of data processing in memory devices. 

4. Multiferroic Materials 

Coupled Magnetic and Electric Properties: Multiferroic materials exhibit both ferromagnetism and 

ferroelectricity, allowing for the control of magnetic properties using an electric field. This dual functionality is 
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promising for developing energy-efficient memory devices, such as magnetoelectric RAM (MeRAM), where 

data can be written using lower power inputs. 

Room-Temperature Operation: Advances in multiferroic materials have led to the discovery of compounds that 

operate at room temperature, making them more practical for commercial memory devices. 

5. Thin-Film and Nanostructured Materials 

Enhanced Magnetic Anisotropy: By engineering thin films and nanostructured materials, researchers have been 

able to tailor magnetic anisotropy, which is the directional dependence of a material's magnetic properties. This 

control is critical for stabilizing data storage at high densities. 

2D Magnetic Materials: The development of two-dimensional (2D) magnetic materials, such as Cr₂ Ge₂ Te₆, 

offers new possibilities for integrating magnetic memory with other 2D materials like graphene. These 

materials promise ultra-thin, flexible, and high-performance memory devices. 

6. Topological Insulators 

Spin-Momentum Locking: Topological insulators are materials that conduct electricity on their surface while 

acting as insulators in their bulk. They exhibit spin-momentum locking, where the direction of an electron’s 

spin is directly linked to its momentum. This property has been harnessed in spintronic devices to enable 

highly efficient and low-power data storage solutions. 

7. Quantum Dots and Magnetic Nanoring’s 

Quantum Confinement: Quantum dots and magnetic nanoring’s have been utilized to create memory devices 

with quantized magnetic states, offering the potential for extremely high data storage densities. These 

nanostructures allow for precise control over magnetic properties, enabling the development of quantum 

memory devices with novel functionalities. 

Noise Reduction: Magnetic nanoring’s help reduce noise and improve data stability by minimizing stray fields, 

making them ideal for high-density storage applications. 

8. Artificially Structured Materials 

Metamaterials: Advances in metamaterials, which are artificially structured materials engineered to have 

properties not found in nature, have led to the creation of magnetic materials with tailored properties for 

specific memory storage applications. These materials can be designed to exhibit unique magnetic behavior, 

such as negative permeability, which could enable entirely new types of memory devices. 

9. Hybrid Nanomagnetic Systems 

Integration with Other Technologies: Hybrid systems that combine nanomagnetic materials with other 

technologies, such as photonics or plasmonics, have been explored to create multifunctional memory devices. 

These systems could potentially store and process data simultaneously, leading to more efficient and compact 

memory architectures. 

10. Environmental and Sustainable Materials 

Green Nano magnetism: Researchers are also exploring environmentally friendly nanomagnetic materials that 

reduce the reliance on rare or toxic elements, aligning with the growing demand for sustainable technology 

solutions. 

 

II. CONCLUSION: 

 

The exploration of innovative approaches to memory storage using nanomagnetic technologies marks a 

significant advancement in data storage capabilities. By leveraging the unique properties of nanomaterials and 
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spintronics, these technologies promise unprecedented increases in data density, speed, and energy efficiency. 

The shift from traditional magnetic storage methods to nanomagnetic solutions offers potential for 

revolutionary changes in various fields, including computing and communication. As research progresses, the 

integration of nanomagnetic technologies into mainstream memory storage systems will likely lead to more 

robust, scalable, and sustainable solutions, redefining the future of data management and technology. 
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On Fixed Point  Theorems in Dislocated Rectangular B-Metric  Spaces 
P. G. Golhare 

Abstract : 

In this  paper, we establish fixed point theorems for the  T -Banach and  T -Kannan contraction map- pings  in 

dislocated rectangular b-metric spaces. We  have  also proved some  well-known fixed point theorems for quasi  

contraction in it.  We  give examples to  support our  results. 

I. INTRODUCTION 

Fixed point theorems  are a cornerstone  of mathematical analysis and applied mathematics, serving as 

indispensable tools for understanding various functions and operators  within a spec- ified domain.  These 

theorems  have far-reaching  implications  across a range of fields, such as economics, physics, and  

computer  science.  Recently,  the  study  of fixed points  has expanded beyond conventional  metric spaces 

to more advanced structures that  offer more comprehensive mathematical frameworks for analysis.  This 

paper focuses on fixed point theorems  within the context  of dislocated rectangular b-metric spaces, a 

novel and general framework that  extends the classical notion of metric spaces. The main goal of this 

study is to create and analyze fixed point theorems  within dislocated  rectangular b-metric spaces.  We 

develop several fixed point theorems.  Many scholars have generalized the concept of metric spaces and 

proven fixed point theorems  for various types of contraction  mappings in these spaces.  Initially,  the 

metric space was expanded  by Wilson[17] by introducing  the concept of quasi-metric  space.  Bakhtin[2] 

in- troduced  the b-metric space, which generalizes metric spaces and established  fundamental  fixed point 

theorems  for it.   Hitzler  et  al.[14] proposed  the  idea  of dislocated  metric  spaces.   R. George et al.[15] 

introduced  the  concept  of rectangular b-metric  spaces as a generalization  of both metric spaces and b-

metric spaces. They also established  the analogue of the Banach con- traction  principle and Kannan-

type contraction  in rectangular b-metric spaces.  In this paper, we study fixed point theorems in 

dislocated rectangular b-metric spaces introduced  by Golhare and  Aage[13] a new generalization  of the  

metric  spaces.  We have proved  analogues  of some well-known results in the literature in dislocated 

rectangular b-metric spaces. 

Bakhtin[2] defined the b-metric space as follows 

Definition 1.1.  ([2]) Let X be a non-empty  set and mapping d : X × X → [0, ∞)  satisfies: (i) d(x, y) = 0 

if and only if x = y for all x, y ∈ X , 

(ii) d(x, y) = d(y, x) for all x, y ∈ X , 

(iii) there exists a real number k ≥ 1 such that  d(x, y) ≤ k[d(x, z) + d(z, y)] for all x, y, z ∈ X . Then d is 

called b-metric on X and (X, d) is called a b-metric space with coefficient k. 
 

Shah  and  Huassain[12] extended  b-metric space to quasi-b-metric spaces and  proved  some fixed point 

theorems  in it.  Alghamdi,  Husasain  and Salimi[10] defined the term  b-metric-like 
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Abstract : 

Recent advancements in technology have demonstrated that progress in nanotechnology and nanoscience has 

been a pivotal element. Nanotechnology is an interdisciplinary field that encompasses physics, chemistry, 

materials science, and various engineering disciplines. Its applications are permeating nearly every aspect of 

science and technology. Recognizing the advantages of nanomedicine, researchers are actively exploring 

nanotechnology's potential in diagnosing, treating, and preventing diseases. 

Keywords: nanotechnology, nanobiotechnology, nanomedicine, medical applications, diagnosis, Artificial 

intelligence, drug-delivery, 

 

I. INTRODUCTION 

 

The term "nano" originates from the Greek word "nanos" or the Latin "nanus," both meaning "dwarf." It 

represents an interdisciplinary fusion of physics, chemistry, materials science, solid-state physics, and the life 

sciences. Therefore, a deep understanding in just one area is not adequate; a comprehensive grasp of physics, 

chemistry, materials science, solid-state physics, and the biological sciences is essential for the development and 

application of nanomedicines. Nanotechnology's reach extends across virtually all scientific and technological 

fields. The distinction between nanoscience and nanotechnology lies in their focus: nanoscience concerns itself 

with understanding the organization and fundamental properties of atoms at the nanoscale, while 

nanotechnology applies this understanding to manipulate matter at the atomic scale, enabling the creation of 

new nanomaterials with unique properties. Nanotechnology is gaining prominence across various engineering 

disciplines, yet its presence in everyday life remains largely unnoticed by the general public. Despite its 

extensive application in fields such as medicine, engineering, environmental science, electronics, defence, and 

security, with its use continually expanding, there remains ample opportunity for the introduction of 

innovative developments. Even with significant advancements already made using this technology, the 

potential for further innovations persists. 

 

II. NANOMATERIALS IN VARIOUS FIELDS FOR THE PROGRESS OF MANKIND: 

 

Nanomaterials come in various shapes, such as nanorods, nanoparticles, and nanosheets, and are classified based 

on their dimensionality. Zero-dimensional nanomaterials include nanoparticles; one-dimensional materials are 

nanorods or nanotubes; two-dimensional materials typically consist of films and layers; while three-
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dimensional or bulk nanomaterials encompass nanocomposites, core-shells, multi-nanolayers, and bundles of 

nanowires or nanotubes. 

Nanotechnology is a field focused on manipulating objects on the nanometer scale. It is anticipated to evolve 

across different levels: materials, devices, and systems. Currently, the most progress has been made at the 

nanomaterials level, in terms of both scientific understanding and commercial applications. Over the past two 

to three decades, nanoparticles have been extensively studied for their unique size-dependent physical and 

chemical properties, which change as the particle size changes, affecting the material's medicinal and physical 

attributes. 

Cells, the basic building blocks of living organisms, are typically 10 μm in size, but their components are much 

smaller, often in the sub-micron range. Proteins, for instance, are around 5 nm in size, akin to the smallest 

man-made nanoparticles. This comparison highlights the potential of using nanoparticles as minimal probes to 

observe cellular functions with minimal disturbance. The drive to comprehend biological processes at the 

nanoscale is a key motivator for nanotechnology's development. 

Among the numerous physical properties that change with size and are of interest for practical nanomaterial 

applications, optical and magnetic properties are particularly valuable for biological purposes. This review aims 

to first introduce the basics of nanoparticle sizes, then explore their application in biology and medicine, 

focusing on how the unique quantum phenomena at the nanoscale can be utilized in medicine, biomedical 

sciences, bioengineering, food technology, biochemistry, biophysics, and other biological and medical fields. 

 

III. CHARACTERISTICS AND ADVANTAGES OF NANOMATERIALS: 

 

Nanomaterials are categorized into organic and inorganic types. Organic nanomaterials encompass nanofibers, 

nanotubes, liposomes, and polymer nanoparticles, while inorganic nanomaterials consist of elemental 

substances, alloys, silica, and quantum dots. 

Due to their exceptionally high specific surface area, nanomaterials are highly efficient in drug delivery and 

loading. Moreover, they exhibit excellent biocompatibility and biodegradability, with the ability to localize in 

human organs while minimizing side effects. Nanomaterials also offer controlled and slow drug release, which 

can decrease drug concentrations and reduce toxic effects. Unlike traditional medications, which may suffer 

from poor stability, easy deformation and inactivation, short biological half-lives, low bioavailability, and 

difficulties crossing physiological barriers, biological nanomaterials play an indispensable role in the biomedical 

field. This includes diagnosis, treatment, and the repair or replacement of damaged tissues. For instance, 

nanoparticles' small size allows them to be readily absorbed by cells; their large specific surface area and 

abundant functional groups or active sites enable the carrying of significant amounts of specific drugs; and their 

porous, hollow, or multilayer structures facilitate controlled drug release, thereby extending drugs' half-lives 

and duration of action in the body. 

As research into nanomaterials advances, they have evolved from mere drug delivery systems to a novel class of 

materials that possess inherent biological effects and can actively participate in disease treatment. With ongoing 

innovations in nanomaterials, the physicochemical properties and structural features of nanodrugs are 

becoming more diverse, and multifunctional nanomaterials are emerging as highly promising in the realm of 

biomedicine. 
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IV. FUTURE DIRECTIONS:  

 

Presently, the predominant use of commercial nanoparticles in the medical field revolves around drug delivery. 

In biosciences, nanoparticles are supplanting organic dyes in applications requiring high photo-stability and 

multiplexing capabilities. There have been advancements in directing and remotely controlling the actions of 

nano-probes, such as guiding magnetic nanoparticles to tumours and subsequently triggering drug release or 

inducing localized tissue destruction through heating. The primary trajectory for further nanomaterial 

development is towards creating multifunctional and controllable entities, potentially through artificial 

intelligence or environmental responsiveness, effectively transforming them into nano-devices. 

 

V. CONCLUSION 

 

Indeed, it is imperative that nanotechnology evolves into a user-friendly tool. We must engineer nanotubes 

capable of precisely delivering essential drugs to affected cells within the body. Utilizing artificial intelligence, 

we can regulate the necessary drug dosage effectively. Moreover, it's crucial to discover additional nano 

compounds or particles with diverse disease-controlling properties. Concurrently, nanomaterials have the 

potential to enhance drug efficacy and minimize adverse reactions by generating synergistic effects with 

medications. 
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Abstract : 

The naturally available macronutrients of soil show variation in dielectric properties. Inorganic matter in soil 

appreciably affects its dielectric properties. Bulk density of soil depends on its texture. From these estimated 

values of dielectric constant one can estimate emissivity and scattering coefficient that will provide the tools for 

designing the microwave remote sensing sensors. These results are helpful for agriculture scientists and also for 

the scientists working in the field of remote sensing. 

Keyword: Dielectric constant, bulk density, particle density, porosity 

 

I. INTRODUCTION 

 

Soil is a complex mixture of countless organisms which are decaying remains of once living things, organic 

matter, water, air and minerals. [1] It works as a skin of earth because it forms at the surface of land. Soil is 

helpful in giving support to plants also necessary to the continuation of life on earth. Soil is defined as the 

disunite organic or mineral matter on the surface of the earth and shows effects of environmental and genetic 

factors of climate and macro and microorganisms dependent on some condition acting on parent material over a 

period of time. Different agricultural uses require different soil management practices [2]. 

Soil plays seven general roles 

1. For growth of plants soil serves as a media 

2. By emitting and absorbing different gases such as carbon dioxide, water vapour, methane and dust soil 

modifies the atmosphere. 

3. For the animals that live in the soil such as groundhogs, mice and organisms such as bacteria and fungi, soil 

provides place which is primary cause for most of the living things on Earth. In terrestrial systems, soil hold, 

release, absorb, alter and purify the water. 

5. Living things can use nutrients including carbon, soil process recycled them. 

6. Soil preserve or destroy artifacts of human endeavours also for construction of foundations, roadbeds, dams, 

soil serves as a engineering media. 

7. To clean water soil acts as a living filter before it moves into an aquifer.  

Characterization of soil helps in determining soil potentials and identifying the constraints in crop production 

besides giving detailed information about different soil properties [3]. 
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Soil Physical Properties 

➢ Soil physics 

➢ Soil texture 

➢ Soil surface area 

➢  Soil structure 

➢ Volume and mass relationships 

➢ Water content measurements 

➢ Units 

The variability of dielectric constant of dry soil with its physical constituents at microwave frequencies has 

studied by Calla O.P.N. et.al [4]. The physical capacities of a soil are influenced by the size, proportion, 

arrangement and composition of the soil particles [5]. Due to dependence of dielectric constant on the physical 

constituents and chemical composition of the soil, the study of its variability with physical constituents and 

chemical composition is required [6]. The dielectric constant of soil is a measure of the response of a soil to 

electromagnetic waves. This response is composed of two parts, real & imaginary, which determine wave 

velocity and energy losses respectively [7-10]. 

Soil Density 

In case of soils, the soil mass is made up of small soil particles together with a certain amount of free or empty 

space unoccupied by the soil particles. This empty space is known as pore space. Hence two types of densities 

are commonly considered for soils. 

Bulk Density 

The bulk density of the soil is the (oven dry) weight of a given volume of soil divided by the volume. It is 

expressed in grams per cubic centimetre. The formula is usually written like this: 

𝐷𝑏 =
𝑀𝑠

𝑉𝑡
 

Where Db = bulk density 

           Ms = mass of solids 

           Vt = total volume 

The bulk density of the soil gives the idea about the amount of pore space in the soil. The bulk density get 

affected the types of minerals present, the texture (clays are lighter than silts and sands) and the amount of 

organic matter (organic matter has a really low bulk density compared to mineral grains).Compacted soils have 

higher bulk densities than non-compacted soils. 

Particle Density 

Particle density of soil is the mass per unit volume of soil particles (soil solid phase) expressed in g/c.c. Most 

soils have particle density of about 2.6 g/cc. Presence of organic matter decrease the density and iron 

compounds increase the density. 

Porosity 

Using specific gravity bottle technique particle density can be measured. Bulk density can be measured by 

taking weight of dry soil and volume of the soil from desired location (Black et al., 1965a). The porosity and the 

size distribution of the pores (micropores and macropores) decide the movement of water and air through soil. 

If the bulk density of soil is high, the given soil sample is highly suitable for aquaculture. 

 

𝑃𝑜𝑟𝑜𝑠𝑖𝑡𝑦 = 1 −
𝐵𝑢𝑙𝑘 𝐷𝑒𝑛𝑠𝑖𝑡𝑦

𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝐷𝑒𝑛𝑠𝑖𝑡𝑦
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Water-holding capacity 

The water holding capacity of a soil is a very important characteristic in the areas of plant genetics, plant 

physiology, meteorology, animal sciences and soil science. If water holding capacity of soil is high that is soil 

holds ample amounts of water then possibility of losses in nutrients will be less. As sandy soil has limited water 

holding capacity it reaches to the saturation point quickly as compare to clay soil as it has high water holing 

capacity. When soil is saturated with water, all nutrients, pesticides and excess water present in the solution, 

will leached down down in soil profile. The soil texture and the soil organic matter content controls the water 

holding capacity of soil. The particle size distribution of a soil gives the idea about the soil texture. An example 

is a silt loam soil that has 30% sand, 60% silt and 10% clay sized particles. In this sample of soil the percentage 

of silt and clay is high. 

Hence it has high water holding capacity. These small particles have greater surface area. This is the reason 

they have high water holding capacity. This large surface area allows to hold ample amount of water. Similarly, 

if the amount of organic matter is greater then also water holding capacity increases. Because organic matter 

has affinity towards the water. 

Field capacity 

The large pore spaces of the soil are filled with air and water and small pore spaces are filled with water, when 

water drainage has completely stopped. This is the stage when soil is said to be at field capacity. This stage is 

ideal for the growth of the crop. Field Capacity is related to soil texture by 

𝐹𝑖𝑒𝑙𝑑 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 = 25.1 − 0.21 × 𝑆𝑎𝑛𝑑 + 0.22 × 𝐶𝑙𝑎𝑦 

Wilting point 

The water stored in the soil is utilised by the plant roots or it get evaporated from the topsoil in the atmosphere. 

If water supply to the soil has stopped, soil dries slowly. As the soil becomes dry means it becomes more tightly, 

it is difficult for the plant roots to extract water from the soil. One stage occur when need of plant roots for 

water is not completed by soil. Hence plants lose their quality of being fresh and it wilts. The colour of leaves 

become yellow. 

At last plant dies. This stage of soil water content when the plant dies is called as permanent wilting point. At 

this stage also some amount of water present in the soil .But it is not possible for the plant roots to extract it. 

The Wilting Point (WP) and Transition Moisture (Wt) of the soils are calculated by using the Empirical Model 

by Wang, J.R., and Schmugge T. (1980) as follows: 

𝑊𝑃 = 0.06774 − 0.00064 × 𝑆𝑎𝑛𝑑 (%) + 0.00478 × 𝐶𝑙𝑎𝑦 (%) 

𝑊𝑡 = 0.49 × 𝑊𝑝 + .0165 

 

II. EXPERIMENTAL METHOD 

 

A. Soil Sampling 

The purpose of this study is to determine the dielectric constant of dry soil samples and its variation with the 

physical properties of soil of Sinnar Tahsil. Before sampling 15 mm topsoil was removed. Soil samples were 

collected from different locations at the depth of 15cm in zigzag pattern across the required areas. Five pits 

were dug for each sample. A composite sample of about 2 Kg is taken through mixing of represented soil 

sample. These soils were first sieved by gyrator sieve shaker with approximately 2 mm spacing to remove the 

coarser particles. The sieved out fine particles are then oven dried to a temperature around 110oC in order to 
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completely remove any trace of moisture. Such dry sample is then called as oven dry or dry base sample when 

compared with wet samples. 

B. Measurement of Dielectric Constant of dry Soil Samples 

The waveguide cell method is used to determine the dielectric properties of the dry soil samples. X-band 

microwave bench set-up for measurement of dielectric constant of soil samples is used. An X-band microwave 

set-up in the TE10 mode with Reflex Klystron 

source operating at frequency 9 GHz is used for measuring dielectric constants. The solid dielectric cell with 

soil sample is connected to the opposite end of the source. The signal generated from the microwave source is 

allowed to incident on the soil sample. The sample reflects part of the incident signal from its front surface. The 

reflected wave 

Combined with incident wave to give a standing wave pattern. These standing wave patterns are then used in 

determining the values of shift in minima resulted due to before 

and after inserting the sample. Experiments were performed at room temperatures ranged between 25o -35o C.  

 

III. RESULT AND DISCUSSION: 

 
Fig.1 Dielectric constant vs Bulk Density 

Dielectric constant was found to be dependent on bulk density of soil. It is observed that dielectric constant has 

negative correlation with bulk density. 

Similar results were reported by Wagner et al. [11] in which dielectric constant was evaluated at different 

moisture conditions. 

 
Fig.2 Dielectric constant vs Porosity 
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It is observed that dielectric constant has positive correlation with porosity. 

 

IV. CONCLUSIONS 

 

The dielectric constant varies with the status of nutrients available in soil. The ac electrical conductivity, 

relaxation time and tangent loss are directly proportional to dielectric loss. The results have importance not 

only for better understanding of soil physics but also microwave remote sensing application. 

The naturally available macronutrients of soil show variation in dielectric properties. 

Inorganic matter in soil appreciably affects its dielectric properties. Bulk density of soil 

depends on its texture. From this information one can calculate wilting point of soil. From these estimated 

values of dielectric constant one can estimate emissivity and scattering coefficient that will provide the tools for 

designing the microwave remote sensing sensors. These results are helpful for agriculture scientists and also for 

the scientists working in the field of remote sensing. 
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Abstract : 

The samples of pure and zinc substituted cobalt ferrite with generic formula   Co1-xZnxFe2O4 (0.0 ≤ x ≤ 0.2) 

was prepared by well known sol-gel auto combustion method. AR grade cobalt nitrate, ferric nitrate and zinc 

nitrates were used as a raw material. Citric acid was taken as a fuel/chelating agent. The metal nitrate to fuel 

ration was taken as 1:3 to obtain high quality, single phase homogenous powders. And the prepared powder 

was sintered at 500 C for 4 h and same were characterized by X-ray diffraction, A close analysis of the XRD 

pattern revealed the formation of single phase cubic spinel structure. The crystallite size obtained to be in the 

range 22 to 16 nm which proves the nanocrystalline nature of the prepared sample. Using the linear intercept 

method, the grain size and specific surface area were calculated. The grain size found to be in the range of 54 to 

42 nm. By doping zinc ion in cobalt ferrite, it is found that structural properties were changed. 

Key words: Co-Zn ferrite; Sol-gel auto combustion; grain size, XRD 

 

I. INTRODUCTION 

 

Ferrites are used in many applications because of their very good electrical and magnetic properties. The high 

electrical resistivity, low eddy current and dielectric losses, moderate saturation magnetization, high Curie 

temperature, high permeability etc. properties makes ferrite useful in several applications [1-4].These properties 

are structure sensitive and can be made by using suitable method of preparation, choosing appropriate dopant 

and desired temperature etc. 

Ferrite is one of the good electro-ceramics in modern industries and its processing as well as application 

technology has been improved incessantly in the last two decades. Now ferrites are most essential material in 

electronic industries. Ferrites are widely used magnetic materials due to their high electrical resistivity, low 

eddy current and dielectric losses [5, 6].Ferrites are still of interest as promising materials for many applications. 

For these reasons engineers and scientists are keenly interested in determining their characterization. Since 

ferrites behave as low gap semiconductors and as insulators at low temperature, they have been used in number 

of technological applications [7, 8]. These applications include microwave devices, magnetic and magneto-optic 

recording, data storage etc. Ferrites are of great technical importance because they exhibit a spontaneous 

magnetic moment below a Curie temperature just as iron, cobalt or nickel, but they are poor electrical 
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conductor [9]. Ferrites are used in many electrical and electronic devices such as transformer, antenna rods, 

memory chips, magnetic sensors, drug delivery etc [10, 11]. 

 

II. EXPERIMENTAL 

 

2.1 Synthesis 

The samples of pure and zinc substituted cobalt ferrite with generic formula Co1-xZnxFe2O4 (0.0 ≤ x ≤ 0.2) 

were prepared by well-known sol-gel auto combustion method. AR grade cobalt nitrate, ferric nitrate and zinc 

nitrates were used as a raw material. Citric acid was taken as a fuel/chelating agent. The metal nitrate to fuel 

ration was taken as 1:3 to obtain high quality, single phase homogenous powders. And the prepared powder 

was sintered at 500 C for 4 h for better crystallinity and same is used for further study. 

2.2 Characterizations 

The samples of Co1-xZnxFe2O4 (0.0 ≤ x ≤ 0.2) were characterized by X-ray diffraction technique. The XRD 

pattern was recorded at room temperature in the 2θ range 20  to 80  with scanning rate of 2  per minute using 

Cu-Kα radiation of wavelength 1.5406 Å. 

 

III. RESULT AND DISCUSSIONS 

 

X-ray Diffraction (XRD) 

Figure 1 (a) represents the X-ray diffraction patterns recorded at room temperature of the series Co1-

xZnxFe2O4 (0.0 ≤ x ≤ 0.2).The XRD pattern shows clearly pure cubic spinel ferrite phase with the reflections 

belonging to (220), (311), (222), (400), (422), (511) and (440). No extra peak has been observed in the XRD 

pattern. All these reflections are sharp and intense. The analysis of the XRD pattern reveals the formation of 

single phase cubic spinel structured compounds. All the Braggs reflections observed in XRD pattern match well 

with the reported XRD pattern of Co-Zn spinel ferrites [12] and also match well with the JCPDS reference card 

# 22-1086. 

The average crystallite size was calculated using Scherrer’s formula [13]. The most intense peak (311) of the 

XRD pattern was used to determine the crystallite size.The crystallite size calculated from XRD data varies in 

the range 16 – 34 nm indicating the nanocrystalline nature of the prepared samples 

The average value of the lattice parameter (a) was calculated from various Braggs reflections observed in the 

XRD patterns of each sample and using the following relation [14]. 

a = h2 + k2 + l2 …….. (1) 

The values of lattice constant (a) varies from 8.376 Å to 8.410 Å and it increases with increase in zinc content x 

from x = 0.0 to 1.0. The increase in lattice parameter is attributed to difference in ionic radii of Co2+ and Zn2+. 

The ionic radius of Zn2+ (0.74 Å) is greater than that of Co2+ (0.70 Å), the replacement of Co2+ ions by Zn2+ 

ions causes increase in the interatomic spacing parameter d and consequently lattice parameter increases with 

increase in Zn2+ content x. 

 

IV. CONCLUSION 

 

• The nanocrystalline Co1-xZnxFe2O4 (0.0 ≤ x ≤ 0.2) were successfully prepared by sol-gel auto combustion 

technique using citric acid as a fuel and AR grade metal nitrates. 
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• The X-ray diffraction results showed the formation of single phase cubic spinel structure. The crystallite 

size, lattice constant and X-ray density are in the reported range. The crystallite size confirms the 

nanocrystalline nature of the samples. 

 
Fig. 1 (a): XRD pattern of Co1-xZnxFe2O4 (x = 0.00) 
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Abstract : 

This work is an attempt to understand the effect of treatment of audible specific frequency sound on grape 

(Vitisvinifer) fruit. In this study Super Sonaka seedless variety of green grapes are used. The grape sample 

(Super Sonaka variety) has been exposed to two audible frequency sounds i.e. 1kHz and 5kHz for 1hour, 2 

hours, 3 hours, 4 hours and 5 hours at normal temperature and pressure conditions at 80dB intensity of sound 

using a Sound Treatment Unit. The procedure was repeated for different sized samples. After exposure to the 

sound samples were observed for 7 days. The observations taken after 10 days related to appearance, colour and 

odour of the sample. Upon completion of the tests, it was observed that exposure of sound definitely affect the 

life and quality of grape sample.  It is suggested that this was due to the “scrubbing” action of the traversing 

wave, causing air particle motion on the surface of grapes sample. 

Keywords: Sound Treatment Unit, Frequency Generator, Super Sonaka, Grapes. 

 

I. INTRODUCTION 

 

A large scientific literature related to studies on the effects of exposing seeds and plants to sound waves or 

magnetic field [1–5]. The vast majority of these papers deal with ultrasonic (above 20000Hz) or subsonic (below 

20Hz) frequencies studying effects at the cellular and genetic levels.Little has been done with audible 

frequencies (20–20000Hz) on seeds or whole plants and what has been done is mostly with single frequencies [1, 

6–13].Recently, studies have been done on the use of music to improve crop yield and quality in plants and 

fruits [14]. Hou et al. [15] used audible sound waves to stimulate more than 50 different crops and achieved 

remarkable effects.However, till now, the propermechanism of sound effects on plant is unknown; it is 

necessary to establish the mechanism and to develop models for application of this potential technology as well 

as to do experiments to find the best “sound frequencies and intensities” for different kind of plants, seeds and 

fruits. 
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II. METHODS AND MATERIAL 

 

Sound Treatment Unit: Sound Treatment Unit consists of two parts viz. Sound Treatment Cabinet and 

Frequency Generator as shown in fig.1. Sound Treatment cabinet is a wooden cabinet of dimensions 60cm x 

30cm x 20cm. In the cabinet, sound speaker is attached which is facing in downward direction. This speaker 

can produce sound of audible range (20Hz–20000Hz). Exactly below the speaker sample holding stand is placed. 

By using this stand the distance between speaker and the test sample is adjusted. The inner surface of cabinet is 

covered with sound absorbing sheets to avoid multiple reflections of sound in the cabinet. Frequency Generator 

(Range 1Hz –100kHz) is first calibrated for standard reference frequencies and then used to produce signals of 

required frequency. Frequency generator produces electrical signals of desired frequency which is given to the 

speaker where it is converted into sound signals of same frequency. These sound signals are then allowed to 

incident on test samples. Frequency and intensity of sound is adjusted by using frequency generator. Intensity 

can also be changed by changing distance between speaker and test sample. Actual setup is shown in Figure 2. 

Fresh grape cluster (Vitisvinifer) of Super Sonaka variety was obtained from Grapes farm.  The cluster is then 

cleaned with plenty of water till it is properly cleaned. A set of five grapes having nearly same size, shape and 

age are selected from the cleaned cluster of grapes and are used as test sample. Total Six similar sets of grapes 

are obtained and used for the study. Among six sets one set in kept in the sound treatment cabinet.  

 
Figure 1.Sound Treatment Cabinet 

 
Figure 2.  Actual Experimental Setup 

The signals of frequency 1 KHz are generated on Frequency generator and given to speaker and speaker 

produces sound of same frequency. Sound pressure is adjusted by using Sound Level Meter and by adjusting 
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distance between speaker and the sample. It is   kept at 80dB.  After all adjustments the cabinet door is closed 

and sample is kept under sound treatment for 1 hour.   

The sound treatment is done under normal temperature, pressure and humidity as shown in Figure 1.   After 1 

hour sound generator switched off and sample is taken away from the unit. The sample is then kept away from 

the treatment unit so as to avoid further interaction with sound. 

Now second set of five grapessample  is placed inside the cabinet, and sound generator is switched on and 

procedure repeated. The second set is placed under sound treatment for 2hours and then removed. The same 

procedure is repeated for third, fourth and fifth set of sample and given sound treatment of 1 KHz frequency for 

3 hours, 4 hours and 5 hours respectively. The sixth set of sample is kept untreated and no sound treatment is 

given to it. Then all the six sets of samples are kept away from the sound treatment unit.  

Further six sets of grapes sample are obtained and similar procedure is repeated with five sets to give sound 

treatment of 5 KHz frequency for 1hour, 2hour, 3 hours, 4 hours and 5 hours respectively and one sample is 

kept untreated. All the twelve sets of sample are then in the other container in same environmental conditions 

and observed for 7 days. 

 

III. RESULTS AND DISCUSSION 

 

At the beginning of these experiments, it was hypothesized that there could be a connection between the 

wavelength of the sound produced and life of the grapes. 

Sample sets of grapes before and after treatment of 1KHz sound frequency are shown in Figure 3 and 5KHz are 

shown in Figure 4.  From figure 3, when we compare the sample sets before treatment and after seven days of 

treatment, it observed that ripening of grapes is found more in untreated samples compared to sound treated 

samples. This is due to sound waves might influence factors such as respiration rate and ethylene production 

which is responsible for ripening [16]. It is also observed that the sample set which is treated for 3 hours is in 

better condition as compared samples treated for 1 hour, 2 hour, 4 hour, 5 hour and untreated sample. This 

suggests that 3 hour treatment is suitable for this variety of grape sample.  

 
Figure 3. Sample sets before and after treatment of 1KHz frequency sound 
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Nearly the same results were obtained on treatment of grapes sample by 5 KHz frequency sound. Six sets of 

grapes samples before and after treatment of 5 KHz frequency sound are shown in Figure 4. In these samples 

also it is found that sample under treatment of 5 KHz frequency sound for 1hour, 2 hours, 3 hours, 4 hours and 

5 hours show better condition in texture and appearance after seven days as compared to untreated samples. 

 
Figure 4. Sample sets before and after treatment of 5KHz frequency sound 

After treatment grapes with audible we found no change in colour of grapes and lasted for a long time.The 

sweetness and taste of the treated grapes did not change significantly. This implies that sound treatment may 

help preserve the nutritional quality of grapes, including vitamins, antioxidants, and other bioactive 

compounds[17]. The texture of samples suggests that 5 hours of sound treatment of 5 KHz frequency sound is 

more suitable for these samples. 

 

IV. CONCLUSION: 

 

Sound treatment could potentially extend the shelf life of grapes by reducing the rate of physiological processes 

that lead to spoilage. Sound waves might influence factors such as respiration rate and ethylene production, 

which are critical in determining the longevity of fruits after harvest.Sound treatment may help preserve the 

nutritional quality of grapes, including vitamins, antioxidants, and other bioactive compounds. By potentially 

slowing down the degradation processes, sound waves could help maintain higher levels of these nutrients 

during storage.sound waves can have antimicrobial effects, which may reduce the growth of mold, bacteria, and 

other pathogens on the surface of grape fruits. This could lead to a decrease in spoilage, maintaining the quality 

of the grapes for a longer period. 
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Abstract : 

The structural and electrochemical properties for a composition of Li₀.₄₋ₓ/₂Ni₀.₂CdₓFe₂.₄₋ₓ/₂O₄, with x = 0.5 

nanoparticles were prepared by sol-gel auto combustion method, studied in this article. X-ray diffraction 

analysis (XRD) confirmed by cubic spinel structure,electrochemical properties were studied by cyclic 

voltammetry and impedance spectroscopy, which shows good agreement for portable electronics devices. The 

average crystallite size was found in the range of 47.12 nm and specific capacitance values were bigger for 

smaller scan rate, with increasing scan rate specific capacitance value was decreased which shows specific 

capacitance value is inversely proportional to the scan rate. 

 

I. INTRODUCTION 

 

Lithium ferrite has emerged as a significant material within the domain of spinel ferrites, attracting 

considerable interest in technological research over the years. This interest is primarily driven by lithium 

ferrite's exceptional magnetic properties, such as its high Curie temperature and substantial saturation 

magnetization. These properties make it particularly valuable in various technological applications, especially in 

the field of microwave technology. In fact, lithium ferrites have become the preferred choice over garnets and 

other ferrites due to their superior performance and cost efficiency. 

The study of lithium ferrites has been robust, with extensive research exploring the effects of substituting 

different metal ions into their structure. Elements such as nickel (Ni), magnesium (Mg), and cobalt (Co) have 

been incorporated to tailor the ferrite's magnetic and structural properties for specific applications [1-3]. 

Among these, the lithium-cadmium ferrite system has gained notable attention for its utility in microwave 

components, sensors, and switching devices. This particular system has demonstrated promising performance in 

various technological applications, reinforcing its importance in research and industry [4-6]. 

However, despite the wealth of research on substituted lithium ferrites, there remains a relatively unexplored 

area concerning the mixed Li-Ni-Cd ferrites. The addition of cadmium (Cd) to the lithium-nickel ferrite matrix 
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introduces new possibilities for tuning the material's properties, but comprehensive studies on these mixed 

ferrites are limited. This paper aims to address this gap by investigating the structural and magnetic 

characteristics of Li-Ni-Cd ferrites. Through this research, we seek to provide new insights into the potential of 

these mixed ferrites, contributing valuable knowledge to the field and expanding the understanding of their 

applicability in advanced technological solutions. 

 

II. EXPERIMENTAL: 

 

To create Cd²⁺substituted Li-Ni ferrite powders, we used a process called sol-gel auto-combustion. We aimed 

for a composition of Li₀.₄₋ₓ/₂Ni₀.₂CdₓFe₂.₄₋ₓ/₂O₄, with x = 0.5. For this, we used high-purity nitrates from SD 

Fine Chemicals and Merck Company, which included Lithium Nitrate, Nickel Nitrate, Cadmium Nitrate, and 

Ferric Nitrate, all with a purity of 99%. 

First, we mixed these nitrates in the right proportions with citric acid in distilled water, creating a solution that 

we stirred until it was uniform. We then added ammonium hydroxide drop by drop to keep the pH around 7. 

The solution was stirred and heated to 80°C for about 4 hours until it turned into a gel. 

Next, we heated the gel to 200°C until it ignited, which caused it to become a fluffy ash. We ground this ash 

into fine nanoparticles using a mortar and pestle. Finally, we sintered the nanoparticles at 1200°C for 2 hours. 

To assess their structural and magnetic properties, we used X-ray diffraction (XRD) and aelectrochemical 

spectroscopy was employed to study structural and electrochemical properties. 

 

III. RESULT: 

 

XRD 

The XRD patterns of the cadmium doped Lithium –Nickel ferrite sample can be seen in Fig 1. By the 

comparison of data with the cadmium ferrite ICDD standard card (02-0975), some extra peaks were observed at 

angles of 39°,43°,65° corresponding to the impurities Fe2O3 and unknown impurity phase generated in the 

composition by cd doping[7]. As the figure shows, the intensity of impurity peaks increase with Cd doping. The 

X-ray diffraction pattern of annealed samples can be seen in Fig. 1. It is evident that the extra peaks in the 

patterns of annealed samples are eliminated, and all peaks are related to the spinel crystal structure. All 

reflections from the planes of (210), (310), (311), (321), (400), (421), (422), (511), (433) characteristics of the 

cubic spinel structure, evidencing that the synthesized ferrites have a nearly cubic spinel single phase 

structure[8]. the crystallite size (D) is estimated from the diffraction patterns using the Debye scherrer’s 

relation, (𝐷 =
𝑘𝜆

𝛽𝐶𝑜𝑠𝜃
) , where k is a constant of approximately 0.9, λ is the wavelength of the XRD device and 

roughly equal to 1.5406 , β is the peak width at half –maximum, and θ is the peak position[9, 10]. But, because 

factors such as strain may affect particle size. Lattice parameter (a) was calculated using the equation a 

=dhkl√h2+k2+l2, where dhkl is the interplaner spacing and hkl are the mirror indices. We performed all the 

calculations for all peaks and then estimated the value to minimize the error. As we can see the crystallite size 

was 47.12 nm, and it was seen the d spacing value and lattice constant of highest intense peak 311 was found 

9.69 nm and 9.24 Å. 
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Fig. 1. XRD graph 

 

Cyclic Voltammetry: To study the electrochemical behavior of synthesized material, cyclic voltammetry 

measurements were carried out at different scan rates, such as 5mV/s, 10mV/s, 20mV/s, 30mV/s, 50mV/s, 

100mV/s between the range of 0.01 V to 0.3 V potential window in 1 Molar KOH electrolyte for fabricated 

electrode x = 0.5.  It can be seen in Fig. 2. that higher and lower regions and peak-to-peak separation show 

faradic behavior, which verifies the electrochemical  analysis of synthesized material [11]. It is observed that 

with an increase in scan rate, the peak current also increased. Specific capacitance can be measured from CV 

curves by using the following formula. 

𝐶𝑠 =  −
1

∆𝑉𝑚𝑣
∫ 𝑖𝑑𝑉                                                            (6) 

Where Cs is specific capacitance, ∫ 𝑖𝑑𝑉is integral area under the curve,∆𝑉 is a potential window, m is the active 

mass of material, and v is the scan rate in mV/s. 

Calculated specific capacitance values tabulated in following table, highest specific capacitance was found for 5 

mV/s very low scan rate, which is nearly less that means this material, will be useful in portable energy storage 

applications. 

Table 1.specific capacitancevalues 

Scan Rate (mV/s) Area (AV) Potential Window (Vf -Vi) Mass (g) Specific Capacitance (F/g) 

5 5.00E-06 0.3 0.006 0.2778 

10 5.72E-06 0.3 0.006 0.1587 

20 1.10E-05 0.3 0.006 0.1533 

30 1.47E-05 0.3 0.006 0.1356 

50 1.77E-05 0.3 0.006 0.0985 

100 2.13E-05 0.3 0.006 0.0592 
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Fig. 2. Cyclic Voltammetry Graph 

EIS 

Electrochemical impedance spectroscopy (EIS) was used to analyze the synthesized samples within a frequency 

range of 0.1 Hz to 1 MHz, applying a 10 mV AC perturbation at open circuit potential (OCP). All measurements 

were performed in a 1 M aqueous KOH electrolyte. 

The EIS study aimed to assess the intrinsic properties of the electrode samples, such as electrical conductivity 

and ion transfer. The EIS spectrum, shown in Fig. 3, reveals a small semicircle, indicating a favorable charge 

transfer resistance (Rct) between the electrolyte and the electrode for the carbon foil[12]. Additionally, the 

straight-line behavior observed in the low-frequency range of the EIS spectra suggests minimal Warburg 

impedance, implying rapid ion diffusion and adsorption on the electrode surface[13]. 

 
Fig. 3. Electrochemical Impedance Spectroscopy 
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IV. CONCLUSION:  

 

Lithium - Nickel ferrites substituted with cadmium, following the formula Li0.4-x/2Ni0.2CdxFe2.4-x/2 O4 for x = 0.5, 

were successfully produced via the sol-gel auto-combustion technique. The crystalline and phase integrity of 

these ferrites were verified through X-ray diffraction (XRD) analyses, revealing a cubic spinel structure. 

Specific capacitance values were found in from cv curves which shows good agreement for energy storage 

application. The eis spectroscopy employed to study the diffusion ion which higher in higher frequency. 
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Abstract : 

The InSe thin films were deposited on FTO coated glass substrate by using In2(SO4)3 as indium source and 

selenium powder as selenium source by using CBD method. These prepared films were characterized by X-ray 

diffraction, scanning electron microscopy (SEM) for morphological study, and FT-IR for optical study. X-ray 

pattern revealed that amorphous nature of the deposited films. The scanning electron microscopy of deposited 

InSe film layer shows leaf like structure over the surface of the substrate. Optical absorption study shows that 

InSe is a direct band gap material with band gap 1.56 eV. An angle of contact studied for high surface energy 

deposition.  
 

Keywords : Indium selenide; Band gap; Chemical bath deposition; Thin films; Angle of contact, etc.. 

 

I. INTRODUCTION 

 

Due to stability and wider band gap properties of InSe, it is used in optoelectronic and photovoltaic application. 

Indium selenide belongs to group III-VI compound material and it is a non-toxic materials substitute. Therefore, 

it is used for cadmium sulfide CdS in Cu(InGa)Se2 based on solar cell. Indium selenide could be prepared using 

different method such as spray pyrolysis [1], chemical bath deposition [2], evaporation technique [3], and 

chemical vapor deposition [4]. Because of simple technique, chemical bath deposition technique can be used for 

deposition of large area thin films on glass substrate [5]. 

In present work, InSe thin films were deposited by chemical bath deposition, using triethanolamine [TEA] and 

Hydrazine hydrate (HH) complex with indium sulphate. The aim of this work is to study the surface 

morphological, optical properties of InSe thin films using scanning electron microscopy (SEM), and optical 

absorption. Also study the angle of contact. 
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II. EXPERIMENTAL DETAILS : 

 

Indium selenide films were deposited by chemical bath deposition technique. This deposition was carried out 

on FTO coated glass substrate by sequential addition of indium sulphate, 80 % Hydrazine hydrate, 

triethanolamine. These solution used as received for preparing sample. The deposition of InSe was carried out in 

alkaline bath. The solution was prepared in 30 ml beaker by sequential adding of 5ml of 0.1M indium sulphate 

and 0.1ml of 0.15M triethanolamine. This solution was stirred well under the continuous stirring condition. 

The 0.1 ml of hydrazine hydrate was mixed with 5 ml of 0.1M Na2Se(SO3)  solution in the bath.  The pH of the 

solution is 8 to 9. The clean and FTO coated glass substrate were placed vertically in reactive solution at room 

temperature say 29 oC. These films were deposited about 72 hours. The resulting InSe films were brownish in 

color and very well adherent. Microstructures of the films were studied using scanning electron microscope 

(SEM) for the different magnifications. The optical absorption measurements carried is in the range of 360 to 

950 nm.  

 

III. RESULT AND DISCUSSION : 

 

3.1 Structural study : 

The structural identification of InSe thin films was studied with XRD techniques. The XRD pattern was 

obtained by using X-ray diffractometer with Cu-kα= 0.154nm for range of diffraction angle of 2θ between 20 

and 80o. From X-Ray pattern, it is clear that InSe films are amorphous in nature concluded by X-ray as shown 

in fifure-1. The composition of as deposited films was determined from energy dispersive X-ray analysis [6]. 

 
Figure-1: XRD of InSe thin film deposited by CBD on to FTO coated glass substrate 

 

3.2 Morphological Study: 

SEM image of InSe deposited on FTO coated glass substrates are shown in figure-2. From SEM, the surface 

shows random distribution leaf like dense structure. The film cover the entire substrate surface which accounts 

for the high mechanical stability of deposited films. The atoms deposited on glass substrate cannot move freely 

due to insufficient thermal energy provided to the substrate at room temperature. Therefore, deposited films at 

low temperature exhibited poor crystallinity [7].  
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Figure-2: SEM images of InSe thin film deposited at on to FTO coated glass substrate at 30000X 

 

3.3 Optical Study : 

It has been reported that optical band gap of indium selenide varied from 1.3 to 2.1 eV with several phases. To 

determine the optical band gap of as deposited indium sulfide thin film figure-3 shows the plot of (αhυ)2 versus 

(hυ) for the deposited thin film. The band gap of 1.56 eV was estimated by extra plotting the straight line part 

of the plot to energy axis [8]. 
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Figure-3: Plotting of (Absorbance)2 against Energy (hυ)  for as deposited InSe thin  film 

 

3.4 Angle of Contact  :  

Travelling microscope technique is used to measure the angle of contact of as deposited films. Measure vale of 

angle of contact is lees than 90o which indicate high surface energy as shown in figure-4. For different thin film 

depositions, it shows that resistivity decreases with increase in temperature. This confirm semiconducting 

nature of deposited film. 
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Figure-4:  Angle of contact 

 

IV. CONCLUSION : 

 

In the present work, structural, morphological, optical properties and angle of contact of chemically deposited 

InSe thin films were studied. The X-ray diffraction studies shows the amorphous in nature of deposited InSe 

thin films. The scanning electron microscopy studies shows random distribution of leaf like structure with 

irregular shape. The FT-IR studies optical properties and band gap was found to be 1.56 eV. Also, the angle of 

contact confirm high surface energy of deposited thin film because of this it is used in photovoltaic applications. 
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Abstract : 

Linear programming is a mathematical concept that is used to find the optimal solution of the linear function. 

This method uses simple assumptions for optimizing the given function. Linear Programming has a huge real-

world application and it is used to solve various types of problems. 

The term “linear programming” consists of two words linear and programming, the word linear tells the 

relation between various types of variables of degree one used in a problem and the word programming tells us 

the step-by-step procedure to solve these problems. Linear programming is a technique to optimize any 

problem with multiple variables and constraints. It’s a simple but powerful tool every data scientist should 

master. 

 

I. INTRODUCTION 

 

Linear programming or Linear optimization is a technique that helps us to find the optimum solution for a 

given problem, an optimum solution is a solution that is the best possible outcome of a given particular 

problem. 

In simple terms, it is the method to find out how to do something in the best possible way. With limited 

resources, you need to do the optimum utilization of resources and achieve the best possible result in a 

particular objective such as least cost, highest margin, or least time.  

The situation that requires a search for the best values of the variables subject to certain constraints is where 

we use linear programming problems. These situations cannot be handled by the usual calculus and 

numerical techniques. 

Operational research:-The British/Europeans refer to "operational research", the Americans to "operations 

research" - but both are often shortened to just "OR" - which is the term we will use. Another term which is 

used for this field is "management science" ("MS"). The Americans sometimes combine the terms OR and MS 

together and say "OR/MS" or "ORMS". Yet other terms sometimes used are "industrial engineering" ("IE") and 

"decision science" ("DS"). In recent years there has been a move towards a standardization upon a single term 

for the field, namely the term "OR".  Operation Research is a relatively new discipline. The contents and the 

boundaries of the OR are not yet fixed. Therefore, to give a formal definition of the term Operations 

Research is a difficult task. The OR starts when mathematical and quantitative techniques are used to 
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substantiate the decision being taken. The main activity of a manager is the decision making. In our daily life 

we make the decisions even without noticing them. The decisions are taken simply by common sense, 

judgment and expertise without using any mathematical or any other model in simple situations. But the 

decision we are concerned here with are complex and heavily responsible. Examples are public 

transportation network planning in a city having its own layout of factories, residential blocks or finding the 

appropriate product mix when there exists a large number of products with different profit contributions and 

production requirement etc.    

Python Progrmming :- python Programming tools used to solve mathematical problem which  combines 

executable code, mathematical formulae, and text notes. This overview paper  also serves to check and verify 

that you have a working installation of some of the python modules we will need to use it. We shall delve 

into basic programming using python (after this overview and a few further start-up notes) starting from a 

later Programs. The ability to program, analyze and compute with data are life skills. They are useful well 

beyond your mathematics curriculum. To illustrate this claim, let us begin by considering the most pressing 

current issue in our minds as we begin these Programing: the progression of COVID-19 disease worldwide. 

The skills you will learn in depth later can be applied to understand many types of data, including the data 

on COVID-19 disease progression. In this overview, we shall use a few python tools to quickly obtain and 

visualize data on COVID-19 disease worldwide. The live data on COVID-19 (which is changing in as yet 

unknown ways) will also be used in several later activities.like Operational researchand Linear Programming 

Problem.etc.  

Imagine you are a strategist recruiting an army. You have: 

• Three resources: food, wood and gold 

• Three units: swordsmen, bowmenand horsemen. 

Horsemen are stronger than bowmen, who are in turn stronger than swordsmen. The following table provides 

the cost and power of each unit: 

Unit Food Wood Gold Power 

Swordsmen 60 20 0 70 

Bowmen 80 10 40 95 

Horsemen 140 0 100 230 

 

Image by author 

Now we have 1200food, 800 wood, and 600 gold. How should we maximize the power of our army considering 

these resources? 

We could simply find the unit with the best power/cost ratio, take as many of them as possible, and repeat the 

process with the other two units. But this “guess and check” solution might not even be optimal… 

Now imagine we have millions of units and resources: the previous greedy strategy is likely to completely miss 

the optimal solution. It is possible to use a machine learning algorithm (e.g., a genetic algorithm) to solve this 

problem, but we have no guarantee that the solution will be optimal either. 

Fortunately for us, there is a method that can solve our problem in an optimal way: linear programming (or 

linear optimization), which is part of the field of operations research (OR). In this article, we’ll use it to find the 

best numbers of swordsmen, bowmen, and horsemen to build the army with the highest power possible. 

you can run the code from this tutorial with the following Google Colab notebook. 

 

https://en.wikipedia.org/wiki/Operations_research
https://colab.research.google.com/drive/1dbrFJwFv80kgUi13MfPO3KyumG-SVIHG?usp=sharing
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II. SOLVERS 

 

In Python, there are different libraries for linear programming such as the multi-purposed SciPy, the beginner-

friendly PuLP, the exhaustive Pyomo, and many others. 

Today, we are going to use Google OR-Tools, which is quite user-friendly, comes with several prepackaged 

solvers, and has by far the most stars on GitHub. 

If the installation doesn't work, please restart the kernel and try again: it can fail sometimes. ¯\_(ツ)_/¯ 

!python -m pip install --upgrade --user -q ortools 

All these libraries have a hidden benefit: they act as interfaces to use the same model with different solvers. 

Solvers like Gurobi, Cplex, or SCIP have their own APIs, but the models they create are tied to a specific solver. 

OR-Tools allows us to use an abstract (and quite pythonic) way of modeling our problems. We 

 
Image by Author 

can then choose one or several solvers to find an optimal solution. The model we built is thus highly reusable! 

OR-Tools comes with its own linear programming solver, called GLOP (Google Linear Optimization Package). It 

is an open-source project created by Google’s Operations Research Team and written in C++.Other solvers are 

available such as SCIP, an excellent non-commercial solver created in 2005 and updated and maintained to this 

day. We could also use popular commercial options like Gurobi and Cplex. However, we would need to install 

them on top of OR-Tools and get the appropriate licenses (which can be quite costly). For now, let’s try GLOP. 

# Import OR-Tools wrapper for linear programming 

fromortools.linear_solverimportpywraplp 

 

# Create a solver using the GLOP backend 

solver = pywraplp.Solver('Maximize army power', pywraplp.Solver.GLOP_LINEAR_PROGRAMMING) 

 

III. VARIABLES 

 

We created an instance of the OR-Tools solver using GLOP. Now, how to use linear programming? The first 

thing we want to define is the variables we want to optimize. 

In our example, we have three variables: the number of swordsmen, bowmen, and horsemen in the army. OR-

Tools accepts three types of variables: 

• NumVar for continuous variables; 

• IntVar for integer variables; 

• BoolVar for boolean variables. 

https://developers.google.com/optimization
https://github.com/google/or-tools
https://www.gurobi.com/
https://www.ibm.com/analytics/cplex-optimizer
https://www.scipopt.org/
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We’re looking for round numbers of units, so let’s choose IntVar. We then need to specify lower and upper 

bounds for these variables. We want at least 0 unit, but we don't really have an upper bound. So we can say that 

our upper bound is infinity (or any big number we will never reach). It can be written as: 

0  ≤  Swordsmen < ∞ 

0 ≤  bowmen < ∞ 

0 ≤ horsemen< ∞ 

Let’s translate it into code. Infinity is replaced by solver.infinity() in OR-Tools. Other than that, the syntax 

is quite straightforward: 

# Create the variables we want to optimize 

swordsmen = solver.IntVar(0, solver.infinity(), 'swordsmen') 

bowmen = solver.IntVar(0, solver.infinity(), 'bowmen') 

horsemen = solver.IntVar(0, solver.infinity(), 'horsemen') 

 

IV. CONSTRAINTS 

 

We defined our variables, but the constraints are just as important. 

Perhaps counter-intuitively, adding more constraints helps the solver to find an optimal solution faster. Why is 

this the case? Think of the solver as a tree: constraints help it trim branches and reduce the search space. 

In our case, we have a limited number of resources we can use to produce units. In other words, we can’t spend 

more resources than we have. For instance, the food spent to recruit units cannot be higher than 1200. The same 

is true with wood (800) and gold (600). 

According to our table, units have the following costs: 

• 1 swordsmen = 60 + 20; 

• 1 bowmen = 80 + 10 + 40; 

• 1 horsemen = 140 + 100. 

We can write one constraint per resource as follows: 

 

60Xswordsmen + 80  Xbowmen + 140 X horsemen ≤1200 

                                  20 swordsmen + 10 X bowmen ≤  800 

                                  40 X  bowmen  + 100 X horsemen < 600 

In OR-Tools, we simply add the constraints to our solver instance with solver.Add(). 

# Add constraints for each resource 

solver.Add(swordsmen*60 + bowmen*80 + horsemen*140<= 1200) # Food 

solver.Add(swordsmen*20 + bowmen*10<= 800)                 # Wood 

solver.Add(bowmen*40 + horsemen*100<= 600)                 # Gold 

 

V. OBJECTIVE 

 

Now that we have our variables and constraints, we want to define our goal (or objective function). 

In linear programming, this function has to be linear (like the constraints), so of the form ax + by + cz + d. In our 

example, the objective is quite clear: we want to recruit the army with the highest power. The table gives us the 

following power values: 
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• 1 swordsmen = 70; 

• 1 bowmen = 95; 

• 1 horsemen = 230. 

Maximizing the power of the army amounts to maximizing the sum of the power of each unit. Our objective 

function can be written as: 

In general 

max 70  X  swordsmen  + 95 X  bowmen + 230 Xhorsemen  

all, there are only two types of objective functions: maximizing or minimizing. In OR-Tools, we declare this goal 

with solver.Maximize() or solver.Minimize(). 

# Maximize the objective function 

solver.Maximize(swordsmen*70 + bowmen*95 + horsemen*230) 

And we’re done! There are three steps to model any linear optimization problem: 

1. Declaring the variables to optimize with lower and upper bounds; 

2. Adding constraints to these variables; 

3. Defining the objective function to maximize or to minimize. 

Now that is clear, we can ask the solver to find an optimal solution for us. 

 

VI. OPTIMIZE! 

 

Calculating the optimal solution is done with solver.Solve() . This function returns a status that can be used 

to check that the solution is indeed optimal. 

Let's print the highest total power we can get with the best army configuration. 

status = solver.Solve() 

# If an optimal solution has been found, print results 

if status == pywraplp.Solver.OPTIMAL: 

print('================= Solution =================') 

print(f'Solved in {solver.wall_time():.2f} milliseconds in {solver.iterations()} iterations') 

print() 

print(f'Optimal power = {solver.Objective().Value()}     power') 

print('Army:') 

print(f' - Swordsmen = {swordsmen.solution_value()}') 

print(f' - Bowmen = {bowmen.solution_value()}') 

print(f' - Horsemen = {horsemen.solution_value()}') 

else: 

print('The solver could not find an optimal solution.') 

================= Solution ================= 

Solved in 87.00 milliseconds in 2 iterations 

 

Optimal power = 1800.0 power 

Army: 

 - Swordsmen = 6.0000000000000036 

https://google.github.io/or-tools/python/ortools/linear_solver/pywraplp.html#Solver.Maximize
https://google.github.io/or-tools/python/ortools/linear_solver/pywraplp.html#Solver.Minimize
https://google.github.io/or-tools/python/ortools/linear_solver/pywraplp.html#Solver.Solve
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 - Bowmen = 0.0 

 - Horsemen = 5.999999999999999 

Great! The solver found an optimal solution: our army has a total power of 1800 with 6 Swordsmen and 6 

horsemen . 

Let’s unpack this result: 

• The solver decided to take the maximum number of horsemen (6, since we only have 600 and they each 

cost 100); 

• The remaining resources are spent in swordsmen: we have 1200 – 6*140 = 360food left, which is why the 

solver chose 6 swordsmen; 

• We can deduce that the horsemen are the best unit and the bowmen are the worst one because they 

haven’t been chosen at all. 

Okay, but there’s something quite weird: these numbers are not round, even though we specified that we 

wanted integers (IntVar). So what happened? 

Unfortunately, answering this question requires a deep dive into linear programming… To keep things simple in 

this introduction, let’s say it’s because of GLOP. Solvers have characteristics we have to take into account, 

and GLOP doesn’t handle integers. This is another proof that building reusable models is more than just 

convenient. 

 

VII. CONCLUSION 

 

We saw through this example the five main steps of any linear optimization problem: 

1. Choosing a solver: in our case, we selected GLOP for convenience. 

2. Declaring variables: the parameters to optimize were the number of swordsmen, bowmen, and horsemen. 

3. Declaring constraints: each of these units has a cost. The total cost could not exceed our limited resources. 

4. Defining objective: the criterion to maximize was the total power of this army. It could have been 

something else, like the number of units. 

5. Optimizing: GLOP found an optimal solution to this problem in less than a second. 

 
Image by author 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 123-129 

 

 

 
129 

This is the main benefit of linear programming: the algorithm gives us a guarantee that the solution that was 

found is optimal (with a certain error). This guarantee is powerful, but comes at a cost: the model can be so 

complex that the solver takes years (or more) to find an optimal solution. In this scenario, we have two options: 

• We can stop the solver after a certain time (and probably obtain a suboptimal answer); 

• We can use a met heuristic like a genetic algorithm to calculate an excellent solution in a short amount of 

time. 
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Abstract : 

The present work reported the effect of dysprosiumdoping on coppernanoferrite. The Dy3+doped Cu ferrite 

(CuDyxFe2-xO4)(x= 0.0, 0.025) nanoparticles have been synthesized by sol-gel autocombustion technique. The 

synthesised sample were characterized by X-ray diffraction, and FTIR to study the structural and optical 

properties. Using XRD pattern, the average crystallite size was calculated which ranges from 10.15 to 10.94 nm 

is. The FT-IR characterization shows the bond formation of prepared samples and synthesized material is ferrite.  

Keywords: Sol-gel auto combustion method,XRD,FTIR,etc…. 

 

I. INTRODUCTION 

 

The synthesized nanoparticles are then characterized for their physical and chemical properties.Nano-sized 

ferrites with narrow size substitution and uniform particle size are of current research interest for important 

applications in the technology field like drug delivery electric devices, and gas sensing.In this analysis, the 

effect of Dy3+ substitution in CuDyxFe2-xO4is studied. The sol-gel method is used to synthesize the nanoparticles 

of CuDyxFe2-xO4. The structural, and optical properties of the synthesized samples have been discussed in the 

contents. 

 

II. EXPERIMENTAL: 

 

Nanoparticles of CuDyxFe2-xO4 with (x=0.00,0.025) were synthesized via sol-gel autocombustion method. 

These using are nitrates as high purity AR grade ferrite nitrate ((Fe(NO3)2)·9H2O), zinc ((Cu(NO3)2)·6H2O), 

dysprosium ((Dy(NO3)2)·5H2O), and ammonium hydroxide solution (NH4OH) taken was maintaining PH level 7. 

The fuel utilized was citric acid (C6H8O7, H2O). Cu-Dy ferrite is synthesized by sol-gelauto-combustion method. 
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Thefuel to nitrate ratio is 1:3 during synthesis. 100 ml of distilled water, after dissolving the nitrates and also 

citric acid in a stochiometric ratio, the mixture is agitated until a uniform consistency is achieved. To maintain 

a pH of 7, add ammonium hydroxide solution drop-by-drop while stirring. To get the mixture, it was then 

heated to 80°C for two to three hours on a hot plate. This sol turns into a viscous gel in thirty minutes. After 

auto-combustion, we are left with finely obtained ferrite nanoparticles. This Ash is grinding with the help of 

mortar-pestle, and using was muffle furnace to sintering at 400°C for 5 hrs. This powder using was 

characterization. 

 

III. RESULT AND DISCUSSION 

 

3.1 X-ray Diffraction Analysis: 

The structural analysis of CuDyFe2O4(x =0.00,0.25) samples was studied by taking XRD shown in fig-1,the 2Ɵ 

range 20-80owasrecorded with Cu-kα radiation at room temperature at λ =1.54182 Å.Fig. shows the XRD of all 

samples CuDyFe2O4(x =0.00,0.25). The XRD peak were the 2Ɵvalues 

30.05°,34.68°,35.88°,43.81°,62.15°,58.02°and41.51°.These allpeak dysprosium doped corresponding to (h k l) 

plane value are (222),(321),(400),(422),(421),(630), and (620), respectively. The most prominent peak (400) was 

calculated for microstructural analysis. The average crystallite size ranged from 10.15 to 10.94 nm, as shown in 

table 1. 

 
Figure-1:XRD pattern of CuDyxFe2O4 (x= 0.00,0.025) nanoparticles. 

 

Table-1: Calculated values ofInterplanar Distance, Lattice Constant, etc… 

The crystalline was calculated by using Debye Scherer’s equation(1). 

D = 
0.9𝜆

𝛽𝑐𝑜𝑠
                     … (1) 

X Interplanar 

Distance 

Lattice 

Constant 

X-Ray 

Density 

Crystallite Size 

(nm) 

Micro 

strain 

Dislocation 

Density 

×10 14 line/ m2 

0.00 2.5290 8.3886 9.3813 10.15 0.0023 0.0195 

0.025 2.1957 7.2831 10.0182 10.94 0.0026 0.0224 
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Where, the ‘’ is wavelength,β is the maximum intensity peak's full width at half maximum and angle, andθ is 

the maximum peak's angle. 

Equation-2 was utilized to determine the lattice parameter α for the prominent peak (400). The lattice 

parameter was calculated from the analysis o XRD data using the following equation 

𝑎 = 𝑑ℎ𝑘𝑙√ℎ2 + 𝑘2 + 𝑙2    … (2) 

Where,d is interplanar distance, and (hkl) is Miller indices. 

 

 3.2 FT-IR Analysis : 

As is seen in figure-2, the FT-IR absorption bands of the CuDy(x = 0.00,0,025)ferrite system. A sample was 

taken at room temperature in the wave number range 400-4000 cm-1. Normal and inverse cubic spinel have 

four fundamental IR bands. Ferrite shows two metal oxide frequencies.The higher frequency absorption band 

(ν1) is caused by scratching vibrations of the tetrahedral metal-oxygen bond and the lower frequency absorption 

band (ν2) is caused by metal oxygen vibrations in octahedral sites. Two around them are 600 to 400 cm-1and are 

common for almost all spinel types.In these present work bands, the v1 and v2 were found to range in 540 – 

532 and 416-408 cm-1, respectively. The absorption band edges, tetrahedral (Kt), and octahedral sites (Ko) force 

constants of the samples are in table-2. 

The force constant iscalculated following equation (3), and (4). 

Kt = 42 c212    …(3) 

K0 = 42 c222   … (4) 

Where,Ktis the Tetrahedral force constant, K0  is Octahedral force constant, C is the speed of light (2.99×1010 cm-

1), 1 and 2 is band wavenumber, and is the reduced mass. 

 
Fig.2:FTIR spectrometer of CuDyFe2O4 (x = 0.00,0,025) ferrites. 

Figure-2: FTIR Absorption frequency bands 

 

Table-2: Measurement of Absorption band edge (wave Number) 

 

Composition 

x 

Absorption band edge (wave Number) 

1 2 

0.00 540.091 416.64 

0.025 532.37607 408.94652 
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3.3Elastic Properties: 

The elastic properties of ferrites are of main for industrial applications because they define the strength in 

different strain conditions of the material.Debye temperature simplifies the integration of the heat capacity. For 

isotropic material, the values of stiffness constants (C11 = C12), velocity of longitudinal (Vl) and longitudinal 

velocity(Vt), average wave number of bands (Vav), rigidity modulus (G), longitudinal modulus (L) and Poisson’s 

ratio (P) were calculated as shown below and collected in table-3. 

 

V1= (C11/) ½ …(5) 

s=
𝑣1

3
 …(6) 

Gm = s2  …(7) 

L = t2 …(8) 

Bm = L - 
4

3
 𝐺𝑚…(9) 

E =2G(1-)   …(10) 

K= ( 312-4 s2 )/3 …(11) 

=
𝐿−2𝐺𝑚

(𝐿−𝐺𝑚)
…(12) 

 

Where, = X-ray density, Vs =Shear velocity, V1 =Longitudinal velocity, Vm =Mean sound velocity, C11 

=Stiffness constant, and νav =average wave number of bands. 

 

Table 3: Values of elastic properties of CuDyxFe2-xO4. 

 

Composition 

(x) 

Stiffness 

Constants 

(C11) 

Longitudinal 

Wave velocity v1 

(Cm/s) 

X-ray 

density 

() 

Shear 

Velocity 

(Vs) 

Rigidity 

Modulus 

(G) 

Longitudinal 

Modulus 

(L) 

Poisson 

Ratio 

() 

0.00 27.7474 2.2547 5.4577 1.3018 9.2491 27.7473 0.2499 

0.025 34.9330 0.3416 5.1080 0.1972 0.1986 0.5960 0.2501 

 

IV. CONCLUSION : 

 

Findings underscore the potential of Dy3+substituted Cu ferrites in high-frequency applications and magnetic 

materials, where theirstructural, electrical, andoptical properties are paramount. FT-IR spectroscopy has proven 

to be an effective tool for characterizing the vibrational of the ferrites. The presence of distinct absorption 

bands corresponding to tetrahedral and octahedral sites allows for a deeper understanding of the bonding 

interactions and the material's elastic behaviour. 
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Abstract : 

This essay will explore some global trends in mathematics education research, what these trends mean for 

mathematics education, and how they will shape mathematics education in the years to come. In particular, 

this essay will focus on the latest trends in mathematics education research, such as Digital technology, 

innovative teaching methods and approaches, the impact of mathematics education on student achievement, 

Inquiry-based learning, Games and Gamification, and Equity, diversity, and inclusion. 

Keywords: Mathematics Education, Trends of Research. 

 

I. INTRODUCTION 

 

In recent years, mathematics education research has become an increasingly important part of the educational 

landscape, as governments, universities, and educators strive to ensure that students are receiving the best 

possible mathematics education in our changing globalized and technological world. The study of mathematics 

is a rapidly changing and dynamic field. With the advent of technology and the need to stay up to date with 

changing trends in education, research into mathematics education has grown and changed over the years. New 

trends in mathematics education research are providing new and interesting ways to investigate teaching 

strategies and the modification of existing strategies in order to improve outcomes and student performance. 

As the discipline of Mathematics Education continues to grow and develop, it is clear that there are new trends 

which could be further explored and utilized. These trends include the push towards diversifying mathematics 

education to better meet the needs of a more diverse range of learners, the increased use of technology within 

the classroom, the focus on improving teacher training and professional development, and the use of globally 

focused research with strong conceptual understandings. As such, these trends mark a significant shift in the 

way Mathematics Education is approached and could lead to vastly improved opportunities for students to 

engage with the subject area. 

 

A) Integrating Technology in Mathematics Education 

Technology has had a major impact on mathematics education research. According to Fishback&Schlicker 

(1996) the use of technology has enabled researchers to better understand how students learn mathematics in a 

variety of contexts. For example, technology has enabled researchers to collect data more quickly and 

accurately, as well as to analyze data more effectively. Technology has also allowed researchers to explore 

various instructional strategies more effectively, such as the use of different types of software and simulations to 
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help students learn mathematics. Additionally, technology has allowed researchers to develop 

moresophisticated methods of assessment, such as the use of online surveys, questionnaires, and interviews. 

These tools have enabled researchers to gain a deeper understanding of student learning, which in turn has led 

to more effective teaching strategies and improved student outcomes. Ultimately, technology has been 

instrumental in helping researchers to better understand how students learn mathematics in order to improve 

mathematics education research. (Fishback&Schlicker, 1996). 

The use of technology has had a profound impact on mathematics education research. technology has enabled 

the use of mathematics education research to become more comprehensive and accessible. It has allowed for 

the analysis of larger data sets, which has allowed for more generalizable findings on the role of mathematics in 

education. Technology has also made it easier for mathematics educators to access resources and collaborate, 

which has enabled them to develop more dependable and accurate models. Additionally, the use of technology 

has enabled mathematics education research to become more interactive and engaging. This has allowed for 

more accurate and realistic simulations to be created, which can be used to better evaluate the effectiveness of 

mathematics education. Overall, the use of technology in mathematics education research has been a boon, 

leading to more reliable and comprehensive findings. (Fishback&Schlicker, 1996). 

Technology has become an integral part of modern society, and its usage in education is no exception. In the 

field of mathematics education, technology can be used to aid students in their learning and understanding of 

the subject. For instance, studies have shown that the use of computer-assisted instruction can help students to 

understand mathematical concepts better, resulting in improved understanding and retention of the material 

(Munro, 2017). Additionally, technology can be used to implement learning activities that are more focused on 

problem-solving and critical thinking, which can lead to enhanced learning outcomes (Jung et al., 2017). 

Technology can also be used to create virtual learning environments that can provide students with an 

immersive learning experience. Furthermore, technology can be used to provide students with access to real-

time feedback, allowing them to evaluate their ownprogress throughout the learning process. In conclusion, 

technology can provide numerous benefits to the field of mathematics education research, and its usage should 

be further explored and implemented in educational settings. 

Recent research highlights the profound impact that technology has had on mathematics education research. In 

their work, they highlight the vast range of advantages that technology has offered to the field. Specifically, 

they discuss how technology has allowed for a much more efficient collection, analysis, and dissemination of 

data. By leveraging technology, researchers have been able to collect more data, analyze it faster and more 

accurately, and disseminate findings more quickly and widely. For example, using computer-assisted analysis, 

researchers can now analyze data in a fraction of the time it would take using traditional methods. Additionally, 

with the help of technology, researchers can now collect data on a much larger scale than ever before. This has 

enabled researchers to draw deeper and more meaningful insights from their data. Ultimately, the availability 

of sophisticated technology has revolutionized mathematics education research, allowing researchers to make 

better informed decisions and to draw more precise conclusions. (Fishback&Schlicker, 1996). 

Integrating technology into mathematics education research provides numerous benefits. According to Lavicza 

(2010) the use of technology can help students understand mathematical concepts more easily and in a more 

engaging manner. With technology, students can access interactive simulations, data visualizations, and even 

virtual reality models to help them comprehend very complex topics. Technology also allows students to apply 

their knowledge in real-world settings, which often proves to be a more effective way to learn.  
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Additionally, technology can allow students to access resources that would otherwise be unavailable to them, 

such as real-time data, which can enable them to learn more in-depth about the concepts that they are studying. 

Moreover, technology can help students to collaborate more easily, as they can use online forums, video 

conferencing, and other resources to work together on projects. This can help to foster critical thinking, 

problem solving, and communication skills.All in all, integrating technology into mathematics education 

research provides many benefits, including increased engagement, access to resources, and improved 

collaboration. (Lavicza, 2010). 

In addition, Digital technology is now a theme of concern and research for everyone (Engelbrecht et al., 

2020a,b), (Borba, M.C, 2021). 

 

B) innovative teaching methods and approaches 

Another trend in mathematics education research is the development of new teaching methods and approaches. 

Research has shown that traditional methods of teaching mathematics are not always effective, and new 

approaches are being developed to improve student learning. For example, inquiry-based learning has become 

increasingly popular, as it encourages students to explore mathematical concepts and develop their own 

understanding. Additionally, problem-based learning has been used to help students develop critical thinking 

skills and apply their knowledge to real-world problems. 

 

C) the impact of mathematics education on student achievement 

Also, research has been conducted on the impact of mathematics education on student achievement. Studies 

have shown that students who receive high-quality mathematics instruction are more likely to succeed in 

school and beyond. Additionally, research has shown that students who are exposed to mathematics early in 

life are more likely to develop a positive attitude towards mathematics and be more successful in their studies. 

 

D) Inquiry-based learning 

Inquiry-based learning (IBL) in mathematics education has been gaining increasing attention as an alternative 

to traditional pedagogy. This teaching method is student-centered and encourages students to take a more 

active role in their learning. Rather than relying solely on lectures and textbook instruction, students are 

encouragedto explore, pose questions, and construct their own understanding of mathematical concepts. 

Proponents of IBL argue that it fosters students’ problem-solving skills, critical thinking abilities and creative 

thinking processes (Dixon, 2009). Additionally, studies have demonstrated that IBL increases student 

engagement, motivation, and ownership of learning.  

Furthermore, IBL can be an effective tool in promoting social and collaborative learning, as it encourages 

students to interact with their peers and take a more active role in the learning process. Despite its potential 

benefits, there are certain challenges associated with implementing IBL. For example, teachers may not have 

the necessary training or resources to effectively introduce IBL into their classrooms, and students may need 

additional support in order to succeed in this learning environment (Dixon, 2009). Nevertheless, the potential 

benefits of IBL in mathematics education far outweigh the challenges. With proper implementation and 

support, IBL can be an effective tool in promoting student learning and engagement in mathematics. 

Inquiry-based mathematics education has been gaining momentum in recent years as a way to engage students 

in deeper learning and critical thinking. According to Dorier&Maass (2020) in their article in Encyclopedia of 

Mathematics Education, inquiry-based learning “focuses on student-centered exploration, construction of 
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meaning, and communication of mathematics” (Dorier&Maass, 2020). This type of learning provides students 

with the opportunity to construct their own understanding of mathematics, rather than passively receiving 

information from a teacher. Inquiry-based learning can also help to foster a sense of ownership of the material, 

as students are encouraged to ask questions and explore topics in a way that is meaningful to them. This type of 

learning encourages students to experiment with different approaches to solving problems and encourages 

collaboration between students as they work together to understand complex topics.  

Inquiry-based learning has also been found to improve student understanding of mathematics, increase student 

engagement, and improve problem-solving skills (Dorier&Maass, 2020). In the long run, inquiry-based learning 

can help students to develop a strong foundation in mathematics and to become more confident in their ability 

to approach and solve complex problems. 

Games and Gamification 

Game-based learning has been identified as an effective tool for mathematics education research. According to 

Coştu, Aydın, and Filiz (2009), it can be used to provide a more engaging and interactive learning environment 

for students. This type of learning has been found to increase student motivation and engagement in 

mathematics, as well as improve problem-solving skills and understanding of mathematical concepts. 

Additionally, game-based learning has been shown to increase collaboration between students, which can help 

to foster creativity and critical thinking. Moreover, game-based learning can be used to assess student 

performance, as well as to provide feedback that encourages students to continue engaging with the material. 

Ultimately, game-based learning can provide a more effective learning environment for mathematics education 

research, as it can help to foster greater engagement, collaboration, and understanding of mathematical 

concepts. (Coştu et al., 2009). 

 

F) Equity, diversity, and inclusion 

According to Bakker et al.’s (2021) in their international survey, regarding future themes of mathematics 

education research, they Mentioned many cross-cutting theme, one of them is Equity, diversity, and inclusion. 

This triplet is used to cover any topic that highlights these and related human values such as equality, social and 

racial justice, social emancipation, and democracy. mathematics education should be for all students, including 

those who have special needs, who live in poverty, who are learning the instruction language, who have a 

migration background, have a traumatic or violent history, or are in whatever way marginalized. There is broad 

consensus that everyone should have access to high-quality mathematics education. (Bakker, et al., 2021), (Yığ, 

2022) 

 

II. CONCLUSION: 

 

Mathematics education research has come a long way over the past few decades. New trends have emerged that 

are pushing the boundaries of our understanding of mathematics education, its impact on students, and how 

best to teach it. These newtrends can help educators to further develop evidence-based approaches toward 

mathematics education that enable students to become more competent mathematicians. By understanding 

new trends in mathematics education research, educators can make the best use of current evidence, research, 

and trends to make data-driven decisions that promote student success in mathematics. 

The new trends in Mathematics Education Research have been incredibly successful in improving student 

engagement and knowledge, while also helping to strengthen the field of mathematics as a whole. With a focus 
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on interdisciplinary approaches, the utilization of technology and data, and the promotion of problem-solving 

and inquiry-based learning, these trends are transforming the way that modern education is conducted and 

suggesting exciting new possibilities for the future. 

The new trends in Mathematics Education Research emphasize the importance of understanding how students 

learn, and how to create meaningful, relevant learning experiences that foster individual success. With the 

advent of new technologies, researchers have access to a range of tools to better understand - and improve - 

learning experiences in mathematics, from learning analytics to computer aided instruction. The insights gained 

from research can provide a greater understanding of how mathematics can be understood, and lead to more 

effective design of instructional materials and learning experiences for students. Ultimately, this research can 

help all students succeed in mathematics, and become active participants in an ever-changing global society. 

Overall, Mathematics Education Research is constantly evolving to meet the changing needs of students and 

educators. By incorporating technology, inquiry-based learning, data-driven instruction, and the development 

of 21st century skills, Mathematics Education Research is helping to ensure that students are better prepared for 

the future. In one sentence, It’s a long journey to the future not just a destination. 
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Abstract : 

The study presents a systematic report on Er3+ doped zinc ferrite (ZnErxFe2-xO4) and their properties for 

different values of x (0.1 and 0.125). The study utilized a characterization technique such as X-ray diffraction 

(XRD), Vibrating sample technique (VSM).The study determined various parameters, such as x-ray density, 

lattice constant, crystallite size, d-spacing, microstrain, dislocation density. An increase in Er3+ content resulted 

in an expansion of lattice parameters and a reduction in crystallite size from (11.34 nm to 10.54 nm). Due to 

particle size dependency, magnetic measurements showed that doping reduced magnetism. Overall, this study 

provides valuable insights into the magnetic properties and structural characteristics of Er3+ doped zinc ferrite 

nanomaterials. 

Keywords: Spinel ferrite, Sol-gel method, X-ray diffraction (XRD), Vibrating Sample Magnetometer (VSM), 

etc… 

 

I. INTRODUCTION 

 

The development of nanostructured materials is crucial for creating nanodevices due to their superior physical 

and chemical properties compared to bulk materials. When materials are reduced to the nanometer scale, their 

properties change significantly because of the increased surface area per unit volume. Transition metal oxide-

based soft magnetic nanoferrites are particularly important in research for their role in understanding 

nanomagnetism and their suitability for advanced technologies[1].The study of metal-oxide nanocrystals, 

particularly spinel ferrites at the nanoscale, is attractive due to the distinct optical, magnetic, and electrical 

properties. Such ferrites find applications in high-density magnetic data storage, microwave absorbing materials, 

MRI contrast agents, and targeted drug delivery systems.[2].Scientists have point of attention mainly on spinel 

ferrites because of wide range of properties like, electronic, magnetic, optical etc like, low dielectric constant 

with high magnetic loss. These effective properties make them useful in both simple as well as complicated 

devices in the field of energy storage, having formula MFe2O4, where M will be divalent cation (Fe2+, Ni2+,Cu2+, 

Zn2+, Co2+, Mg2+, Cd2+etc). The different effective properties of spinel ferrite are mainly depending on the 

location of cations in tetrahedral and octahedral site of crystal structure.Due to this characteristic, it finds a 
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wide variety of uses, including in electronics, radio frequency circuits, non-resonant devices, information 

storage systems, transformer cores, magnetic and refrigeration systems, magnetic hyperthermia, magnetic field-

assisted drug delivery, gas sensors, magnetic recording media, and magnetic resonance imaging[3-6].Particle 

size reduces with enhance of Er concentration (x = 0 to 0.8) in the compounds[7].ZnFe2O4 stands out among 

various transition metal spinel ferrite nanoparticles because of its significant properties, including high 

electrical resistivity, mechanical hardness, exceptional chemical and thermal stability, and distinctive magnetic 

and dielectric characteristics [8-10]. Number of methods are developed for the preparation of nano ferrite such 

as, colloidal method [11], sol-gel auto combustion method [12] etc. From all these techniques sol-gel auto 

combustion method is simplest and low-cost method for obtaining nanoferrites[11-12]. 

In present work, the ZnErxFe2-xO4 was synthesized by sol-gel auto combustion method with varying Er3+ 

concentration, for improvement of crystalline phase of materials that was the prepared samples were sintered at 

temperature 5500 C for 2.5 hr. The size of crystallite is decreasing with enhancement of erbium 

concentration.The magnetic properties of the samples were analysed using a Vibrating Sample Magnetometer 

(VSM). 

 

II. EXPERIMENTAL: 

 

Erbium doped zinc ferrite was synthesized using the sol-gel auto-combustion method for x=0.1 and x=0.125. 

The chemicals like zinc nitrate hexahydrate (AR grade), Erbium nitrate (AR grade), ferric nitrate (AR grade) 

and citric acid were dissolved in 100 ml of distilled water as a solvent. The pH was adjusted to 7 by using amino 

acids drop by drop with continuous stirring at room temperature to create sol. which was then heated to 80 ◦C, 

resulting in the formation of a wet gel. The gel was subjected to drying at 200 ◦C, leading to self-ignition and 

the formation of a fluffy product, which was further ground into a fine powder. The prepared sample were 

heated at 500 o C for 2.5 hr. 

 

III. RESULTS AND DISCUSSIONS:  

 

3.1 X- Ray diffraction study (XRD): 

X-ray powder diffraction (XRPD) profiles of the ZnErxFe2-xO4 (with x = 0.1, 0.125) compounds were shown in 

the Fig. 1. Every sample had clearly defined peaks in their profiles, indicating that every compound had a good 

crystallization. The optimal index for the profile peaks would be cubic spinel ferrite. The profile peaks, 

however, were widely spaced. It suggests that nano crystallites were present in the samples. With space group 

Fd3̅m, the bulk ZnFe2O4 compound crystallizes in a cubic spinel shape [2]. Additionally, the profiles of 

ZnErxFe2-xO4 compounds were best indexed to Fd3̅m (JCPDS NO. 89 - 4926). 
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Figure 1: - XRD of sample ZnErxFe2-xO4 nanoferrites 

 

For each substance, the lattice parameter (a) of a cubic spinel structure was determined using 

𝑎 = [𝑑2(ℎ2 + 𝐾2 + 𝑙2)]
1

2                                           (1) 

Where, d is the interplanar distance (d - spacing) and (h k l) are the Miller indices of the diffraction plane in 

the crystal. The lattice parameter was found to enhance from 8.4398 to 8.4425 Å almost linearly with 

Er3+concentration.The crystallite diameters (D) of the ZnFe2-xErxO4 compounds were estimated from the 

FWHM value for all prominent peaks using the Scherrer equation. 

𝐷ℎ𝑘𝑙 =
𝑘𝜆

𝛽ℎ𝑘𝑙 cos𝜃
                 (2) 

Where, K-Scherrer constant (K=0.94), 𝛽ℎ𝑘𝑙 is FWHM Value, 𝜃 is Bragg’s diffraction angle. 

To obtain D, the 𝐷ℎ𝑘𝑙 values were averaged after being calculated for each of the (h k l) peaks. The average D is 

reduced from 11.3422 to 10.5455 as we increase the Er3+ concentration.The X-ray density slightly increases 

with enhancing of substituent Er3+ concentration as listed in Table 1.  

 

Table-1: - Characterization of ZnErxFe2-xO4 nanoferrites: Insights from d-spacing, crystallite size, lattice 

constant, X-ray density, Micro strain, and dislocation density 

 

Composition 

(x) 

 

2θ 

 

d-

Spacing 

(A0) 

Crystallite 

size  

(nm) 

Lattice constant 

(A0) 

X-ray 

Density 

(gm/cm3) 

Micro 

strain 

Dislocation 

density 

0.1 35.23 2.5454 11.3422 8.4398 5.5751 0.00284 0.02550 

0.125 35.21 2.5462 10.5455 8.4425 5.6313 0.00309 0.02985 

 

3.2 Vibration Sample Magnetometer (VSM): 

The fluctuation in the size of nanoparticles has a significant impact on the magnetic properties such as magnetic 

saturation (Ms), magnetic remanence (Mr), and magnetic coercivity (Hc) [1]. As shown in table 2. Figure-2shows 

the variation in magnetic properties with enhancement of Er3+magnetic Remanence (Mr) and Magnetic 

Saturation (Ms) decreases with the increase of doping of Er3+, and Magnetic Coercivity (Hc) increases with the 

increase of doping of Er3+ as shown in Table 2.The magnetic property of the samples confirmed that the 

prepared sample is magnetic in nature studied by, magnetic Remanence (Mr), Magnetic Coercivity (Hc) and 
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Magnetic Saturation (Ms) which are highly depends on the variation in the size of nano ferrites with varying 

solvent. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure-2: Vibration Sample Magneto spectra (VSM) of ZnErxFe2-xO4 nanoferrites 

 

Table-2: Values of saturation magnetization (Ms), Magnetic remenance (Mr), Magnetic Coercivity (Hc) 

 

 

 

IV. CONCLUSION: 

 

Er3+ doped zinc ferrite with chemical formula ZnErxFe2-xO4was synthesized by sol-gel auto combustion method. 

The prepared powder of Er3+ doped zinc ferrite was sintered at 5500 C for 2.5 hrs. for obtain good crystalline 

phase. The XRD pattern confirmed the formation of single phase with cubic spinel ferrite structure. Cryastallite 

size was calculated by Debye-Scherrer formula. Which shows variation in size with enhancement of doping 

concentration of Er3+. The magnetic property of the samples confirmed that the prepared sample is magnetic in 

nature studied by, magnetic Remanence (Mr), Magnetic Coercivity (Hc) and Magnetic Saturation (Ms), which 

are depends on variation in doping concentration. 
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Abstract : 

Polycrystalline soft spinel ferrite samples having the general chemical formula Ni1-xCuxFe2O4 (with x = 0.0, 0.4 

and 0.8) have been prepared by standard ceramic technique. The formation of single-phase cubic spinel 

structure of all the samples was characterized by X-ray diffraction technique. The values of lattice constant 

determined from XRD data found to increase as copper content x obeying Vegard’s Law. IR spectra illustrate 

the presence of two absorption bands which is the characteristics of a spinel ferrite. Initial permeability i was 

measure and it is found that i increases with Cu substitution. Curie temperature measured through 

permeability versus temperature plot.  

Keywords: X-ray diffraction, IR Spectroscopy, Initial Permeability, Curie temperature. 

 

I. INTRODUCTION 

 

In recent year, the magnetic mixed oxides with iron oxide as their main component, namely spinel ferrites, 

having the formula MFe2O4 have been investigated extensively by many workers because of their potential 

application in magnetic recording, microwave devices, transformers, drug delivery. Due to their remarkable 

electrical and magnetic properties they are used in many technological applications [1]. Spinel ferrites are 

commercially important materials because of their excellent electrical and magnetic properties. Interesting 

physical and chemical properties of ferrites arises from ability of these compounds to distribute cations amongst 

the available tetrahedral (A) site and octahedral [B] site and magnetic A-A, B-B and A-B interactions. Ferrites 

are generally classified into two groups, hard ferrites and soft-ferrites. Ferrites for which coercive field is small 

are termed as soft ferrites. Polycrystalline ferrites which have many applications in microwave frequencies are 

very good dielectric materials. The basic structural and magnetic properties of spinel ferrite are depending upon 

several factors such as method of preparation, preparative parameters and preparative conditions, nature, type 

and amount of dopant [2-6]. 

Extrinsic property such as permeability losses even depend on microstructure as well as sintering condition [7].  

Among the spinel ferrites, the inverse type is particularly interesting due to its high magneto-crystalline 

anisotropy, high saturation magnetization, and unique magnetic structure. Nickel ferrite (NiFe2O4) is an 

inverse spinel with cubic structure shows ferrimagnetism that originates from magnetic moment of anti-parallel 
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spins between Fe3+ ions at tetrahedral sites and Ni2+ ions at octahedral sites [8]. Spinel ferrites are important in 

several applications, hence studies of structural, electrical, magnetic and other properties of spinel ferrites are 

very essential [9, 10]. The interest in these materials is sustained till date because of their applications in the 

field of drug delivery, multilayer chips, magnetic recording, sensors, catalysts, etc. [11- 13]. 

The substitution of divalent, trivalent and tetravalent ions in spinel ferrites leads to diversification in various 

properties. The properties of spinel ferrites can be modified by substituting the various kinds of cations. In the 

literature, many reports are available on the structural, electrical and magnetic properties of Zn, Cd, Al, Cr, Ti, 

Mn substituted spinel ferrites [14, 15]. 

Nickel ferrites (NiFe2O4) and substituted nickel ferrites have been the subject of extensive investigation 

because of their high-frequency application. Copper ferrite (CuFe2O4) is a distinguished among other spinel 

ferrites by fact that it under goes structural phase transition accompanied by reduction crystal symmetry to 

tetragonal due to cooperative Jahn-Teller effect. However, there are differences about the phase transition 

temperature of copper ferrite [16, 17].  Copper ferrite is random spinel ferrite and possesses tetragonal structure. 

Both nickel and copper ferrite are important from the point of view of their applications. Abnormal thermal, 

magnetic and dielectric properties of Cu-containing ferrite have been reported [18, 19]. 

In the present work we report our results on crystallographic structure and initial permeability of mixed 

Nickel-Copper spinel ferrite. 

 

II. EXPERIMENTAL TECHNIQUE  

 

A series of polycrystalline spinel ferrites of the chemical composition Ni1-xCuxFe2O4 (x = 0.0, 0.4 and 0.8) 

were prepared using the standard ceramic method. A.R. grade NiO, CuO and Fe2O3 oxides in appropriate 

molar proportions were used for the preparation of ferrite. The compositions of these ferrites are shown in 

Table 1. The oxides were mixed thoroughly and wet ground by using an agate mortar. First pre-sintering of 

powder was carried out at 1225K for 12 hr followed by a slow cooling. The sintered powder is again reground 

and sintered at 1375K for 12 hr. To measure the initial permeability toroids of outer diameter 2 cm and inner 

diameter 1 cm are prepared. The prepared samples were characterized by X-ray powder diffractometer (model 

PW 3710) using Cu-K  radiation (  = 1.5405Ǻ) in the 2  range 200-800.  

 

Table 1 Chemical composition of various components of Ni1-xCuxFe2O4 system in mole percentage. 

 Composition X NiO CuO Fe2O3 

0 50 00 50 

0.4 30 20 50 

0.8 10 40 50 

The initial permeability as a function of temperature was measured for 1 KHz frequency. Toroidal cores were 

used for the inductances measurements because the toroidal core can provide potentially the greatest band 

width since it has no residual gap and proper winding gives minimal leakage inductance.  

 

III. RESULTS AND DISCUSSION 

 

The structural characterization of all the samples of spinel ferrite system Ni1-xCuxFe2O4 was carried out using 

X-ray diffraction technique. Results indicate that these oxides crystalline with a single spinel cubic structure.  
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Fig. 1:   XRD patterns of Ni1-xCuxFe2O4 for x = 0.4 

 

Fig.1 shows the typical X-ray diffraction (XRD) pattern of Ni1-xCuxFe2O4 (for x = 0.4) spinel ferrite system. 

The XRD patterns indicates that all the composition exhibits single phase cubic spinel structure and exclude the 

presence of any secondary phase. The Braggs reflection observed in XRD pattern are intense and sharp. The 

XRD pattern shows the reflections (220), (311), (222), (400), (422), (511), (440) and (533) belonging to cubic 

spinel structure. The analysis of XRD pattern reveals the formation of single-phase cubic spinel structure. No 

extra peak has been detected in the XRD pattern. 

 
Fig.2 IR spectra of Ni1-xCuxFe2O4 for x = 0.4 

 

IR spectra show typical absorption bands indicating the ferrite nature of the samples. The band positions 

obtained from IR spectra are given in Table-2. The vibrational frequency depends upon the cation mass, cation 

oxygen bonding force, distance etc. From IR spectra, it is revealed that, a broad band appears at around 400 cm-

1 and 600 cm-1, assignable to the stretching mode of the tetrahedral in the Ni-Cu spinel ferrite and this 

indicates that the crystallization of samples is more complete [20-22]. Our results on IR studies are in good 

agreement with the literature reports [23]. 

Table 2 Vibrational band frequencies (n1, n2) of Ni1-xCuxFe2O4 for x = 0.4 

Composition X 
1  

(cm-1) 

2  

(cm-1) 

0 609.96 416.43 

0.4 607.45 414.77 

0.8 583.55 401.32 
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The initial permeability ( i) was obtained by measuring inductance of the toroid using LCR-Q meter and was 

calculated using the following relation. 

 







=

1

2
10

20046.0
d

d
LoghNL i  

Wher

e 

d2  is the outer diameter, 

  d1  is the inner diameter, 

  L  is inductance in micro-Henry, 

  h  is the height in inches,  

  µi  is initial permeability and 

  N  is number of turns of wire. 

 

 

 

 

 

 

The variation of permeability i was measured as a function of temperature.  The plot of permeability versus 

temperature for typical sample x = 0.4 is shown in Fig. 3. It is observed from permeability versus temperature 

plot that permeability increases slowly as temperature increases and attains a maximum value. Thereafter, 

permeability suddenly falls down. The curve exhibits tailing effect. Using these plots Curie temperature of all 

the samples was also obtained. 

 
Figure 3: Permeability versus temperature plot. 

 

The values of initial permeability for all the samples were calculated and the values are presented in table 3. It 

can be seen from table 3 that initial permeability increases with copper substitution.  

Table 3 Curie temperature (TC) and initial permeability ( i). 

 

Composition  

X 
i TC (K) 

0.0 24.38 823 

0.4 28.55 753 

0.8 42.86 693 

 

Similar variation in permeability with composition was observed in another well-known spinel ferrite [24]. 

 

IV. CONCLUSIONS 

 

The single-phase nature of all the samples of Ni-Cu spinel ferrite was confirmed by X-ray diffraction analysis. 

IR spectra illustrate the presence of two absorption bands located near 400 cm-1 and 600 cm-1 which is the 
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characteristics of a spinel ferrite.  Curie temperature obtained using permeability data. The initial permeability 

values are affected much by copper substitution. 
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Abstract : 

The Gd3+ doped Cobalt ferrite having molecular formula CoFe2-xGdxO4 (x = 0.00 and 0.10) samples have been 

prepared by standard ceramic technique. The structural and magnetic properties were investigated by X-ray 

diffraction technique and Pulse field hysteresis loop tracer techniques respectively.  The X-ray diffraction data 

shows single phase cubic spinel structure for x=0.00 sample where as an extra peak of Gd3+ is observed in 

x=0.10 sample. The structural parameters lattice constant a (Å), X-ray density is higher for Gd3+ doped cobalt 

ferrite sample than that of pure cobalt ferrite due to large ionic radii (0.94nm) of Gd3+ replacing Fe3+ (0.64 nm). 

The particle size obtained from scherrer formula is in m range. The room temperature Pulse field hysteresis 

loop tracer technique is used to determine the magnetic properties of Gd3+ doped cobalt ferrite. The saturation 

magnetization (Ms), remanence magnetization (Mr) and coercivity decreases with Gd3+ doped cobalt ferrite.  

Keywords: Cobalt ferrite, rare earth, X-ray diffraction, Magnetic properties etc 

 

I. INTRODUCTION 

 

Spinel ferrites have many versatile electric and magnetic properties owing to its feasibility to make a huge 

number of solid solutions of different metal cations and a large compositional variability [1]. In the family of 

spinel ferrites cobalt ferrite (CoFe2O4) is a unique ferrite having inverse spinel structure. Cobalt ferrite is a hard 

magnetic material possessing high magneto anisotropy, high Curie temperature, high corecivity and moderate 

saturation magnetization along with the chemical stability and mechanical hardness [2]. As the crystal structure 

of spinel ferrite is cubic closed pack (fcc) with anions (O2-) linked with two sub-lattices namely tetrahedral (A) 

and octahedral (B). Distribution of divalent and trivalent cations on the A and B sites imparts specific 

characteristics to a spinel structure. CoFe2O4 is known as partially inverse spinel with ferromagnetic behavior 

having a high specific resistance and low eddy current losses in high frequency applications [3]. These 

exceptional physical properties can be achieved by choosing the method of synthesis, doping of cation in the 

host crystal structure, size and morphology of the particles. Several researchers have studied pure and 

substituted cobalt ferrite with a view to understand their basic properties [4]. These studies revealed that doped 

of non-magnetic cations in cobalt ferrite predominantly affects the magnetic as well as electrical properties 

compared to magnetic cations. Many researchers have studied the role of rare earth doped in the pure CoFe2O4 
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matrix in order to improve the electrical and magnetic properties of spinel ferrites rare earth ions like Dy3+, 

Sm3+, Ho3+, Nd3+ and La3+. It was reported that rare earth ion doped lead to the structural distortion and 

improvement in the electrical and magnetic properties. Rare earth ions are known to have unpaired 4f electrons 

and strong spin orbit coupling of angular momentum [5-8]. The doped of rare earth ion may lead to the 

interaction of the type 3d-4f coupling which may result in modification of the electrical and magnetic 

properties but to the best of our knowledge no systematic report is available in the literature showing the effect 

of Gd3+ ions in the pure CoFe2O4 matrix using standard ceramic technique. In the present work we have focused 

to correlate the understandings between structural and magnetic properties of Gd3+ doped cobalt ferrites having 

molecular formula CoFe2-xGdxO4 (x = 0.00 and 0.10).  Recent research shows by introducing rare earth ions into 

the spinel lattice, can lead to small changes in the structural, magnetization and Curie temperature of the spinel 

ferrite.  

 

II. EXPERIMENTAL DETAILS 

 

Polycrystalline specimens of CoGdxFe2-xO4 (x = 0.00 and 0.10) were prepared by standard ceramic technique [9] 

using analytical reagent grade oxides compounds were accurately weighed in molecular weight percentage with 

a single pan microbalance. The mixed powders were wet ground and pre-sintered at 9500 C for 24 hours. The 

sintered powder is again     re-ground and pelletized. Polyvinyl alcohol was used as a binder in making circular 

pellets of 10mm diameter and 2–3mm thickness. The pellets were finally sintered in muffle furnace for 11800 C 

for 24 hours and then slowly cooled to the room temperature. X-Ray diffraction patterns were taken at room 

temperature to confirm the crystal structure of the prepared samples. The XRD patterns were recorded in the 

2 range from 200 to 800 using Cu-k radiation ( = 1.5406 Å) with scanning rate 10 per/m. The magnetic 

properties were studied using pulse field hysteresis loop technique at room temperature. Curie temperature of 

the sample was determined through a. c. susceptibility technique, instrument supplied by Magenta Company 

(Mumbai).  

 

III. RESULT AND DISCUSSION 

 

Structural Analysis:  
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Fig 1 XRD patterns of CoFe2-xGdxO4. (x = 0.00 and 0.10) 
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Room temperature X-ray powder diffraction patterns (XRD) for series having molecular formula CoFe2-xGdxO4 

(x=0.00 and 0.10) synthesized by standard ceramic method are shown in Fig 1. The X-ray diffraction patterns 

show the formation of cubic spinel structures, with the appearance of characteristic peaks representing rare 

earth Gd3+ based secondary phases in the compositions with of Gd3+ showing disordered structure. The value of 

lattice parameter for the doped and un-doped Gd3+ in cobalt ferrite samples was computed using the d spacing 

values and the respective hkl parameters and values are given in Table 1. 

TABLE 1. Lattice constant (a), Particle size (t), X- ray density (dx), bulk density (dB), and Porosity (P) of CoFe2-

xGdxO4. 

X A T (Å) Dx (gm/cm3) dB (gm/cm3) P (%) 

0.00 8.38 293.67 5.30 3.87 27.17 

0.10 8.39 398.34 5.47 4.20 23.71 

Table 1 shows that the variation of lattice constant ‘a’ with Gd3+ doped (x=0.10). The lattice parameter ‘a’ 

increases with a Gd3+ doped (x=0.10) due to large ionic radii of Gd3+ (0.94 Å) replacing Fe3+ (0.67 Å). The similar 

results were reported in literature [10]. The X-ray density (dx) was calculated using the equation  

   
3x

d

a
a

N

ZM
=

                             

…(1) 

Where ‘Z’ is number of molecules per unit cell. (For spinel system Z= 8), ‘M’ is the molar mass of the ferrite, 

‘Na’ is the Avogadro’s number and ‘a3’ is the unit cell volume computed from the values of lattice constant. X-

ray density (dx) increases almost linearly with the substation of Gd3+ because the Fe3+ ions on the octahedral 

sites are being replaced by the larger mass Gd3+ ions. The value of dx is dependent on the molar mass of the 

synthesized compounds and the lattice parameter ‘a’.  The variation of X-ray density with Dy3+ doped (x=0.10) 

is depicted in Table 1 and it is observed that X-ray density increases even though lattice constant increases 

because mass over takes the volume. The bulk density of the samples was measured by using Archimedes 

principle [11]. The porosity of the samples was calculated by using the relation and values are tabulated in 

Table 1. It is observed that the porosity decreases with doped of Gd3+.  The particle size ‘t’ of sample was 

determined by most intense peak (311) by using the relation 




=

cos

9.0
t

        

…(2)

 
Where  the full width at half maximum (FWHM) and λ is wavelength of the target material. The particle size 

values are given in Table 1.  

TABLE 2.  Tetrahedral bond (dAX), octahedral bond (dBX), tetra edge (dAXE) 

and octa edge (dBXC) of CoFe2-xGdxO4. 

X 
dAX 

(Å) 

dBX 

(Å) 

dAXE 

(Å) 

DBXE (Å) 

(Shared) (Unshared) 

0.00 1.38 2.05 3.10 2.82 2.96 

0.10 1.39 2.06 3.11 2.83 2.97 

The values of the tetrahedral and octahedral bondlength (dAX and dBX), the tetrahedral edge (dAXE), and the 

shared and unshared octahedral edge (dBEX and dBXEU) can be calculated according Eqs (3)  (7). Using the value 

of the lattice parameter ‘a’ (Å) and the oxygen position parameter ‘u’ (u=0.381 Å). The value of the bondlength 

of the tetrahedral and octahedral sites are shown in Table 2, It is seen that the all values are depend on the 

lattice parameter so, the lattice parameter increases, then the edge and the bondlength of the tetrahedral and 

octahedral sites are also increases. 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 151-156 

 

 

 
154 









−=

4

1
3 uadAX

       

…(3) 

2

1

2

64

43

4

11
3 
















+








−= uuadBX

     

…(4) 









−=

2

1
22 uadAXE

      

…(5) 

( )uadBAX 212 −=

         

…(6) 

2

1

2

16

11
34 
















+−= uuadBXEU

     

…(7) 

The distance between magnetic ions (hopping length) in the tetrahedral sites is given by Eqs (8) (9). 

4

3a
LA =

                 

…(8)

 

4

2a
LB =                    …(9) 

where ‘a’ is the lattice constant, the value Hopping length (LA, LB) are shown in Fig 2, Hopping length (LA, LB) 

values are depend on the lattice parameter so, the lattice parameter increases so the Hopping length (LA, LB) also 

increases. 
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Fig 2 . Hopping length (LA, LB) of CoFe2-xGdxO4(x = 0.00 and 0.10) 

 

Magnetization:  
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Fig 3 Hysteresis loop of CoFe2-xGdxO4(x = 0.00 and 0.10) 

Fig 3 depicts the magnetic hysteresis loop (M-H) of all the samples obtained by pulse field hysteresis loop tracer 

at room temperature. The hysteresis loops are used to obtain magnetic parameters like saturation magnetization 

and coercivity. It is observed from M-H loop that magnetization decreases with doped of Gd3+. Magnetization 

found to decrease with doped of Gd3+. Due to the dilution of magnetization at B-site by replacing Fe3+ ions by 

Gd3+ ions as evident from cation distribution analysis. It is observed that the decreasing trend with doped of 

Gd3+ions have a higher magnetic moment (7 µB) in place of Fe3+ that has (5 µB). The order in magnetic moments 

of rare earth ions is below room temperature, due to this at room temperature Gd3+ion behaves as non-magnetic 

that cause a decrease in saturation magnetization and coercivity. This substitution causes a lattice distortion 

that alters the magnetic characteristics of materials. Magnetic properties of ferrite materials largely based upon 

the grain size, cation substitution, and A-B exchange interactions. The decrease in the net magnetic moment in 

B site causes a decrease in the saturation magnetization (MS). Weak R3+-R3+ and Fe3+-R3+ super-exchange 

interactions (because of the localized 4f moments in R3+ ions) compared to the Fe3+-Fe3+ interaction [12].  

 

IV. CONCLUSIONS                         

 

The XRD pattern shows the formation of disordered cubic spinel structure as concentration of rare earth Gd3+ 

doped in cobalt ferrite matrix. The lattice parameter and X-ray density increases whereas porosity decreases 

with doped of Gd3+ in cobalt ferrite. Saturation magnetization decreases with doped of Gd3+ in cobalt ferrite.  
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Abstract : 

Vedic mathematics is a body of techniques, or sutra, for swiftly and efficiently doing numerical calculations. It 

can be used to solve problems in arithmetic, algebra, geometry, calculus, conics, and other subjects. It is 

composed of 16 sutras and 13 sub-sutras.  

These sutras are applicable to the operations division, multiplication, factorization, recurring decimals, simple 

equation solutions, quadratic equations, systems of equations, partial fraction integration, and differential 

calculus. I this paper we have to discuss about practical use of  Vedic sutras Differential and integral calculus. 

Key words: Vedic Math sutras, Differential calculus, Integral Calculus, Partial fractions 

 

I. INTRODUCTION 

 

The calculus of the Vedic era, "Calana-Kalanabhyam," is the formula. In mathematics, the invention of the 

differential and integral calculi is the most significant advancement. For a variety of real-world situations 

where figuring out how quickly one parameter changes in relation to another is required, differential calculus is 

essential. By sketching an angle at a location and computing its slope, you can mathematically derive the 

derivative of any function at that position. Given 𝑦 = 𝑓(𝑥) given then 
𝑑𝑦

𝑑𝑥
= 𝑓′(𝑥) 

 

II. Differential Calculus:  

 

Roots of Quadratic equation: 

Using Calana- Kalanabhyam Sutra discriminant of the quadratic first differential and square root of 

discriminant are shown in this sutra. This sutra was the calculus formula for finding the roots of the quadratic 

equation. Using the first differential and square root of the discriminant of the given quadratic equation the 

roots of given quadratic equations are obtained by solving two simple equations. 

Example1: solve the quadratic equation 𝑥2 − 𝑥 − 6 = 0 

Solution: The first differential 𝐷1 = 2𝑥 − 1 

The square root of the discriminant = ±√1 + 24 = ±√25 = ±5 

Using Calana- Kalanabhyam Sutra, 𝐷1 = ±√discriminant 

⟹ 2𝑥 − 1 = ±5 

⟹ 2𝑥 = ±5 + 1 

mailto:gaytribk94@gmail.com
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⟹ 𝑥 = 3 𝑜𝑟 𝑥 = −2 

Derivative of Quadratic equation: 

Using the Vedic mathematical sutra Dhvaja Ghata find the derivative of quadratic equation.First finding the 

derivative of each term of the quadratic expression then adding these terms we get the derivative of given 

quadratic equation. 

Example2: Find the derivative of quadratic equation 𝑥2 + 17𝑥 + 60 = 0 

Solution: According to the formula “Dhvaja Ghata”  

The differential of the each term of quadratic equation 𝑥2 + 17𝑥 + 60, 

𝑥2 gives 2𝑥 , 17𝑥 gives 17 and 60 gives zero 

Hence 𝐷1 =
𝑑

𝑑𝑥
(𝑥2 + 17𝑥 + 60) = 2𝑥 + 17 

Derivative of the product of two binomials : 

Using the Vedic mathematical sutra “Gunaka-Samuccaya” we get the first differential of the product of two 

binomials, (𝑥 + 𝑎) and (𝑥 + 𝑏) is equal to the sum of these two binomials. i.e.  

𝐷1 = The first differential = First factor +Second factor = (𝑥 + 𝑎) + (𝑥 + 𝑏) 

i.e 𝐷1 = 𝑎 + 𝑏 = ∑ 𝑎 where  𝑎 = (𝑥 + 𝑎), 𝑏 = (𝑥 + 𝑏) 

Example 3:Find the derivative of quadratic equation 𝑥2 + 17𝑥 + 60 = 0 

Solution: According to the formula “Gunaka-Samuccaya” 

Let 𝑥2 + 17𝑥 + 60 = 0 ⟹ (𝑥 + 12)(𝑥 + 5) = 0 

𝐷1 = The first differential = First factor +Second factor = 𝑥 + 12 + 𝑥 + 5 = 2𝑥 + 17 

Derivative of multiplication of two functions by Crosswise sutra 

Let u and v are functions defined in  variable x and if y = uv then  

𝑑𝑦

𝑑𝑥
= 𝑢

𝑑𝑣

𝑑𝑥
+ 𝑣

𝑑𝑢

𝑑𝑥
 

Differentiation of multiplication of such type of a relationship is found out using Vedic mathematics, Crosswise 

Sutra  

Example 4: Find 
𝑑𝑦

𝑑𝑥
 𝑖𝑓 𝑦 = 𝑥35𝑥 

By current method, 

If 𝑢 = 𝑥3& 𝑣 = 5𝑥 

Then 
𝑑𝑢

𝑑𝑥
= 3𝑥2&

𝑑𝑣

𝑑𝑥
= 5𝑥 log 5 

∴
𝑑𝑦

𝑑𝑥
= 𝑢

𝑑𝑣

𝑑𝑥
+ 𝑣

𝑑𝑢

𝑑𝑥
⟹

𝑑𝑦

𝑑𝑥
= 𝑥3 × 5𝑥 log 5 + 5𝑥 × 3𝑥2 

By Vedic Method   

By using Vedic Crosswise Sutra 

 
Derivative of the division of two polynomials:  
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If 𝑢 & 𝑣  both are the polynomials then by using vertically and Crosswise sutra derivative of division of two 

polynomial functions can be easily find out  

Example 5: Let𝑦 =
𝟐𝒙+𝟐

𝒙𝟐+𝟐𝒙+𝟐
 

By applying division rule,  

𝑑𝑦

𝑑𝑥
=  

(𝒙𝟐 + 𝟐𝒙 + 𝟐)2 − (2𝑥 + 2)(2𝑥 + 2)

(𝑥2 + 2𝑥 + 2)2
 

𝑑𝑦

𝑑𝑥
=  

(𝟐𝒙𝟐 + 𝟒𝒙 + 𝟒) − (4𝑥2 + 8𝑥 + 4)

(𝑥2 + 2𝑥 + 2)2
 

𝑑𝑦

𝑑𝑥
=  

𝟐𝒙𝟐 + 𝟒𝒙 + 𝟒 − 4𝑥2 − 8𝑥 − 4

(𝑥2 + 2𝑥 + 2)2
 

𝑑𝑦

𝑑𝑥
=  

−𝟐𝒙𝟐 − 𝟒𝒙

(𝑥2 + 2𝑥 + 2)2
 

Vedic Method: For finding the derivative of division of two polynomials by using crosswise division, method 

above is quite lengthy sutra this answer’s numerator can be easily found by referring to the figure below, while 

the denominator is the square of the term in the denominator. 

 

Let 𝑦 =
𝟐𝒙+𝟐

𝒙𝟐+𝟐𝒙+𝟐
 

 

∴
𝑑𝑦

𝑑𝑥
=

−2𝑥2 −  4𝑥 + 0

(𝑥2 + 2𝑥 + 2)2
 

Hence 
𝑑𝑦

𝑑𝑥
=

−2𝑥2− 4𝑥

(𝑥2+2𝑥+2)2 

 

III. Integral Calculus: 

 

The Vedic Mathematical formula “Ekadhikena Purvena Sutra” gives the direction for integration. For 

integration of a power of 𝑥, it says to add unity to the “purva”, i.e. add unity to the original index and divide the 

coefficient by the new index. 

Example 6: Integrate 40 𝑥4 

Solution: Integration = 40
𝑥4+1

4+1
=

40

5
𝑥5 = 8𝑥5 

Ere original index is 4 and by “Ekadhikena Purvena Sutra” we shall have to add 1 with original 4 i.e. 4+1 will be 

new power of x and also to divide the new index 5 

Integration by parts:  

The method of integration by parts is used when the integrand is expressed as a product of two functions, one 

of which can be differentiated (𝑢) and the other can be integrated (𝑣)  conveniently. Let (𝑢)  and (𝑣)  are 

expressed in terms of variable 
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∫ 𝑢. 𝑣  𝑑𝑥 = 𝑢 ∫ 𝑣 𝑑𝑥 − ∫ {
𝑑

𝑑𝑥
(𝑢) ∫ 𝑣 𝑑𝑥} 𝑑𝑥   

It is important to choose first and second functions carefully when integrating a function that is the product of 

two functions, with the first function being differentiated and second function being integrated (whose integral 

is known). We can also choose the first function as the function which comes first in the word ‘LIATE’ where L 

– Logarithmic, I – Inverse, A – Algebraic, T – trigonometric and E for exponential.  

Example 7: Evaluate∫ 𝒙𝟑 𝐜𝐨𝐬 𝟑𝒙 𝒅𝒙 

Current Method 

Consider the reduction formula 

∫ 𝑥𝑚 cos 𝑛𝑥  𝑑𝑥 = 
𝑥𝑚 sin 𝑛𝑥

𝑛
+  

𝑚

n2 𝑥  𝑚−1 cos 𝑛𝑥  −
𝑚(𝑚−1)

n2 ∫ 𝑥𝑚−2 cos 𝑛𝑥  𝑑𝑥 ----(1) 

First we put n = 3 in reduction formula we get,  

∫ 𝑥𝑚 cos 3𝑥  𝑑𝑥 = 
𝑥𝑚 sin 3𝑥

3
+  

𝑚

9
𝑥  𝑚−1 cos 3𝑥  −

𝑚(𝑚−1)

9
∫ 𝑥𝑚−2 cos 3𝑥  𝑑𝑥 ---- (2) 

 Put m = 1, 3 in equation (2) successively we have, 

For m = 1 :  

∫ 𝑥 cos 3𝑥  𝑑𝑥 = 
𝑥 sin 3𝑥

3
+  

1

9
𝑥  0 cos 3𝑥  −

1(0)

9
∫ 𝑥−1 cos 3𝑥  𝑑𝑥 

∴  ∫ 𝑥 cos 3𝑥  𝑑𝑥   = 
𝑥 sin 3𝑥

3
+  

1

9
cos 3𝑥   -------- (3) 

For m = 3 : 

∫ 𝑥3 cos 3𝑥  𝑑𝑥 = 
𝑥3 sin 3𝑥

3
+  

3

9
𝑥  3 cos 3𝑥  −

3(2)

9
∫ 𝑥 cos 3𝑥  𝑑𝑥 

∴  ∫ 𝑥3 cos 3𝑥  𝑑𝑥 = 
𝑥3 sin 3𝑥

3
+  

1

3
𝑥  3 cos 3𝑥  −

2

3
 [ 

𝑥 sin 3𝑥

3
+  

1

9
cos 3𝑥 ] ∵ From (3) 

                               = 
𝑥3 sin 3𝑥

3
+  

1

3
𝑥  3 cos 3𝑥  −   

2𝑥 sin 3𝑥

9
−  

2

27
cos 3𝑥 

∴ ∫ 𝑥3 cos 3𝑥  𝑑𝑥 = (
x3

3
−

2x

9
) sin 3x + (

x2

3
−

2

27
) cos 3x 

 

Integration of the product of two functions by vertically and crosswise: 

For the integration of the product of two functions of x can be solve by the following formula by multiplying it 

crosswise and add it with the alternative sign. 

∫ 𝑢. 𝑣 𝑑𝑣 = 𝑢𝑣 ′ − 𝑢1𝑣 ′′ + 𝑢2𝑣 ′′′ − 𝑢3𝑣 ′′′′ + 𝑢4𝑣 ′′′′′ − ⋯ 

Here 𝑢1, 𝑢2, 𝑢3, 𝑢4, ⋯ are successive derivatives of 𝑢 and 𝑣 ′, 𝑣 ′′, 𝑣 ′′′, 𝑣 ′′′′, 𝑣 ′′′′′, ⋯ are successive integrations of 𝑣 

 

First function Second function 

𝒖 = 𝒙𝟑 𝑣 = cos 3𝑥 

𝒖𝟏 = 𝟑𝒙𝟐 
𝑣 ′ =

sin 3𝑥

3
 

𝒖𝟐 = 𝟔𝒙 
𝑣 ′′ = −

cos 3𝑥

9
 

𝒖𝟑 = 𝟔 
𝑣 ′′′ = −

sin 3𝑥

27
 

𝒖𝟒 = 𝟎 
𝑣 ′′′′ =

cos 3𝑥

91
 

 

∫ 𝑥3 cos 3𝑥  𝑑𝑥 = 𝑥3(
sin 3𝑥

3
) − 3𝑥2 (−

cos 3𝑥

9
) + 6𝑥 (−

sin 3𝑥

27
) − 6(

cos 3𝑥

81
) 
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∫ 𝑥3 cos 3𝑥  𝑑𝑥 =
𝑥3

3
sin 3𝑥 +

𝑥2

3
cos 3𝑥 −

2𝑥

9
sin 3𝑥 −

2

27
cos 3𝑥 

∫ 𝑥3 cos 3𝑥  𝑑𝑥 = (
𝑥3

3
−

2𝑥

9
) sin 3𝑥 + (

𝑥2

3
−

2

27
) cos 3𝑥 

1. Partial fraction by Paravartya yojayet sutra:  

Partial fractions means decomposing the denominator into irreducible factors. 

If 𝑓(𝑥)  and 𝑔(𝑥)  are two polynomials is an entirely new relationship between two polynomials, whose 

rationality depends on the range of values its denominator can take, ℎ(𝑥) having a non-zero value the function 

is rational, and its degree exceeds 𝑓(𝑥) making it proper. Using the following table where 𝐴, 𝐵, 𝐶 and 𝐷 are real 

numbers, it can be expressed as partial fractions. 

 

Rational Function Partial Form 

𝑝𝑥2 + 𝑞𝑥 + 𝑟

(𝑥 − 𝑎)(𝑥 − 𝑏)(𝑥 − 𝑐)
 

 

𝐴

(𝑥 − 𝑎)
+

𝐵

(𝑥 − 𝑏)
+

𝐶

(𝑥 − 𝑐)
 

𝑝𝑥2 + 𝑞𝑥 + 𝑟

(𝑥 − 𝑎)2
 

𝐴

(𝑥 − 𝑎)
+

𝐵

(𝑥 − 𝑎)2
 

𝑝𝑥2 + 𝑞𝑥 + 𝑟

(𝑥 − 𝑎)2(𝑥 − 𝑏)
 

𝐴

(𝑥 − 𝑎)
+

𝐵

(𝑥 − 𝑎)2
+

𝐶

(𝑥 − 𝑏)
 

𝑝𝑥2 + 𝑞𝑥 + 𝑟

(𝑥 − 𝑎)3(𝑥 − 𝑏)
 

𝐴

(𝑥 − 𝑎)
+

𝐵

(𝑥 − 𝑎)2
+

𝐶

(𝑥 − 𝑎)3
+

𝐷

(𝑥 − 𝑏)
 

𝑝𝑥2 + 𝑞𝑥 + 𝑟

(𝑥 − 𝑎)(𝑥2 + 𝑏𝑥 + 𝑐)
 

 

𝐴

(𝑥 − 𝑎)
+

𝐵𝑥 + 𝐶

𝑥2 + 𝑏𝑥 + 𝑐
 

Where 𝑥2 + 𝑏𝑥 + 𝑐 cannot be factorized further  

𝑝𝑥2 + 𝑞𝑥 + 𝑟

(𝑥 − 𝑎)2(𝑥2 + 𝑏𝑥 + 𝑐)
 

 

𝐴

(𝑥 − 𝑎)
+

𝐵

(𝑥 − 𝑎)2
+

𝐶𝑥 + 𝐷

𝑥2 + 𝑏𝑥 + 𝑐
 

Where 𝑥2 + 𝑏𝑥 + 𝑐 cannot be factorized further 

 

Steps to apply the Paravartya sutra in Partial fractions: 

Write the rational function as a fraction. 

i) Factorize the denominator of the fraction 

ii) Write down the partial fraction decomposition using the coefficients of the factors of the denominator. 

iii) Multiply each partial fraction by the factor that is not present in its denominator. 

iv) Add the partial fractions together 

The paravartya rule involves crisscrossing the factors of the denominator to obtain the coefficients of the partial 

fraction. It can be helpful in simplifying the process of finding the partial fraction decomposition of a rational 

function 

 Example 8 : Evaluate
7𝑥+4

𝑥2+5𝑥+6
 

Solution : First we express 
7𝑥+4

𝑥2+5𝑥+6
 into partial fractions  

Current method: 

        Let    
7𝑥+4

𝑥2+5𝑥+6
=

7𝑥+4

(𝑥+2)(𝑥+3)
=

𝐴

(𝑥+2)
+

𝐵

(𝑥+3)
 

7𝑥 + 4 = 𝐴(𝑥 + 3) + 𝐵(𝑥 + 2) 
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7𝑥 + 4 = (𝐴 + 𝐵)𝑥 + 3𝐴 + 2𝐵 

Equating the coefficients of powers of 𝑥 on both sides we get  

𝐴 + 𝐵 = 7  

3𝐴 + 2𝐵 = 4 

Solving these two equations simultaneously we have 

𝐴 = −10, 𝐵 = 17 

Hence 
7𝑥+4

𝑥2+5𝑥+6
=

−10

(𝑥+2)
+

17

(𝑥+3)
 

Vedic Method: Using Paravartya yojayet sutra for getting the value of 𝐴, 

Let    
7𝑥+4

𝑥2+5𝑥+6
=

7𝑥+4

(𝑥+2)(𝑥+3)
=

𝐴

(𝑥+2)
+

𝐵

(𝑥+3)
 

𝐴 =
7𝑥 + 4

𝑥 + 3
=

7 × −2 + 4

−2 + 3
= −10 

𝐵 =
7𝑥 + 4

𝑥 + 2
=

7 × −3 + 4

−3 + 2
= −

17

−1
= 17 

Hence 
7𝑥+4

𝑥2+5𝑥+6
=

7𝑥+4

(𝑥+2)(𝑥+3)
=

−10

(𝑥+2)
+

17

(𝑥+3)
 

 

IV. Conclusion: 

 

Complex and large-scale computations can be handled with greater accuracy and less time by employing Vedic 

sutras as opposed to estimates reliant on regular mathematics. The use of a Vedic math can enhance memory 

and improve mental acuity. Consistency is the primary characteristic of Vedic math. Quality-wise, it creates a 

calm and comfortable atmosphere. It inspires progress. The Vedic approach makes it clear that number 

crunching and polynomial mathematics are delightfully reasonable. Planning extraordinarily fast Vedic 

multipliers and reconfigurable Fast Fourier Transforms (FFT) in DSP can be done using Vedic calculation, 

which is dependent on the Paravartya Yojayet Sutra, Vertically and Crosswise Sutra, Ekadhikena Purvena Sutra, 

Gunaka-Samuccaya Sutra, Dhvaja Ghata Sutra, Calana- Kalanabhyam Sutra, Urdhva Tiryagbhyam Sutra, 

Nikhila Sutra, Anurupye Sutra, and numerous other sub sutras.  
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Abstract : 

In the present study Manganese substituted Nickel ferrites samples Ni1.2-xMnxFe1.8O4(x = 0.0, 0.1, 0.2, 0.3) were 

synthesized by chemical co-precipitation method. These powder samples were pre-sintered at 7000C for 12 

hours and shaped into pellets and sintered at 12000C for 12 hrs. The phase purity and crystalline cubic spinel 

structure has been confirmed from X-ray diffraction (XRD) data analysis. Surface morphology has been studied 

by micrographs obtained from Scanning Electron Microscopy (SEM) which shows the increase in average grain 

size with increasing Mn concentration. Magnetic parameters of the synthesized samples have been studied from 

hysteresis curves recorded using the Vibrating Sample Magnetometer (VSM) technique. Further the samples 

were characterized by means of magnetostriction measurement for which strain gauge method was used to 

record magnetostriction as a function of magnetic field. 

Keywords: Cubic Spinel, XRD, SEM, Magnetic Hysteresis Curve, Magnetostriction, Nickel Ferrite 

 

I. INTRODUCTION 

 

The unique structural, electric and magnetic properties of ferrite materials enable them to have a wide range of 

applications, such as microwave devices, drug delivery, magnetic fluids, magnetic field sensors and magnetic 

storage devices [1-4]. Ferrites are predominantly ionic and have very stable crystal structure. The spinel type 

ferrites have the general formula AB2O4 where A is a divalent and B is a trivalent metal ion. Nickel ferrite 

possesses an inverse spinel structure, with half of the Fe+3 ions on tetrahedral sites (A sites) and the rest together 

with Ni+2 ions on octahedral sites (B sites) at room temperature. Structural, electrical, dielectric and magnetic 

properties of the ferrite materials predominantly depend upon the method of preparation that is upon the 

preparative parameters. During past few years, many researchers have reported variety of methods for the 

preparation of the ferrites such as sol-gel, hydrothermal, ball-milling, solid state method, auto-combustion 

technique and co-precipitation method [5-10]. In the present work Co- precipitation method is used to 

synthesize Ni1.2-xMnxFe1.8O4 (with x= 0, 0.1, 0.2, 0.3) samples due to its advantages of inexpensive technique, 

low-cost precursors, high reaction rate and relatively short reaction time [11].  

Some of the ferrites show magnetostriction property that is materials change their shape or dimensions during 

magnetization, in the direction of the applied magnetic field. This effect is also called as Joule effect. It is 

measured as the % strain. The magnetostriction coefficient (λ) and strain derivative (dλ/dH) of nickel ferrite is 
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known to depend on the processing parameters such as the method of synthesis, pressure applied while making 

the pellets, sintering atmosphere, temperature, and duration of sintering as well as on the microstructure [12]. 

Also this varies with doping level of other divalent metal ions such as Mn, Zn which reduces the anisotropic 

behaviour of nickel ferrite [13]. The current work focuses on structural, morphological, magnetic and 

magnetostrictive properties of Mn substituted Nickel ferrites in order to check its suitability for magnetic field 

sensor. 

 

II. METHODS AND MATERIAL 

 

Ni1.2-xMnxFe1.8O4 (with x= 0, 0.1, 0.2, 0.3) samples were synthesized using Nickel nitrate, Manganese acetate, and 

ferric nitrite starting material by dissolving them in distilled water in the required mole proportion. The clear 

solution was co-precipitated with a 3 molar NaOH solution at Fixed Temperature 800C. A precipitate formed is 

filtered and washed until the pH is around 7. The precipitate is dried overnight in an oven at 100°C which is 

eventually converted to a black powder of Nickel ferrite.  The powders were pre-sintered at 7000C for 12 hours 

followed by grinding to fine powder. These powders were then mixed with 1% polyvinyl alcohol as a binder 

and pressed into pellets having diameter of 10 mm and thickness of 2-3 mm using hydraulic press. The samples 

in the form of pellet were sintered at 12000C for 24 hours. These samples were characterized using X-ray 

diffraction technique to understand phase purity and formation of spinel cubic structure. Micrographs of the 

samples were obtained by using scanning electron microscope (Model JEOL, JSM-6360A) to study surface 

morphology. The hysteresis curves recorded using a vibrating sample magnetometer (VSM; Model 7307, Lake 

Shore Cyrotronic, Westerville, OH). Magnetostriction measurements were done using strain indicator (Vishay 

Measurements model 3800). The resistance strain gauge was pasted on the plane surface of pellet using super 

glue to carry out magnetostriction measurements. 

 

III. RESULTS AND DISCUSSION 

 

A. Structural Analysis from XRD 

Figure 1 shows the XRD patterns of un-doped and Mn-doped Nickel Ferrite samples. The diffraction peaks 

indexed as (2 2 0), (3 1 1), (2 2 2), (4 0 0), (4 2 2), (5 1 1) and (4 4 0) are in agreement with the JCPDS (Card No: 

88-0380), revealing spinel cubic structure. No diffraction peaks were detected due to Mn doping and hence it 

does not affect the cubic structure of Ni1.2-xMnxFe1.8O4. The calculated structure parameters from XRD analysis 

are tabulated in Table 1. It is observed that the lattice constant gradually increases with increasing Mn content 

which indicates the replacement of Ni (121 pm) and Fe (125 pm) (having smaller ionic radii) by Mn ions 

(having larger ionic radii 139 pm) in the Mn-doped Ni1.2Fe1.8O4 system [14]. The average crystallite sizes were 

estimated from the X-ray peak broadening of diffraction by using Debye-Scherrer’s formula D = 0.9λ/βcosθ and 

given in Table 1. It reveals that the increase in concentration of Mn would increase the crystallite size. The 

crystallite size was determined by Scherrer’s equation that lies in the range of 27-35 nm. 
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Figure1. XRD of Ni1.2-xMnxFe1.8O4 with x = 0, 0.1, 0.2,0.3 

 

Table1. Calculations for Lattice parameter, Average Crystallite Size and X-Ray density of Ni1.2-xMnxFe1.8O4 

Sample 

Ni1.2-xMnxFe1.8O4with 

Average crystallite  size  (nm) Lattice Parameter 

(A0) 

X-Ray Density 

(g/cm3) 

x=0 47.24 8.31 5.4389 

x=0.1 41.37 8.33 5.3912 

x=0.2 54.91 8.33 5.3825 

x=0.3 57.00 8.31 5.4128 

 

B. Surface morphological studies from SEM 

It is seen from the SEM micrographs that the grains are well compacted with wide size distribution. The grains 

are polygonal in shape and average grain size goes increasing with increasing Mn concentration. The average 

grain size calculated for each sample is given in Table 2. However, for the whole range of the doping level, the 

average grain size variation is limited to a few micrometres. From SEM images it is observed that in nickel-

ferrite as Ni1.2-xMnxFe1.8O4as manganese doping ‘x’ changes from 0 to 0.3 particle size increases from 1.18 to 2.35 

micro meters. The micrographs of samples are captured with SEM as 6000× magnification. 

Table 2 .Average grain size of Ni1.2-xMnxFe1.8O4 (x = 0.0, 0.1, 0.2, 0.3) from SEM 

Ni1.2-xMnxFe1.8O4 With Average grain  size 

(Micrometer) 

X=0 1.18 

X=0.1 1.50 

X=0.2 1.98 

X=0.3 2.35 
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Figure2.SEM Micrographs of Different Compositions of nickel ferrite samples 

 

C. Magnetic Characteristics from VSM 

Figure3. shows room temperature magnetic field dependence magnetization (M-H) curve for the Mn doped 

nickel ferrite Ni1.2-xMnxFe1.8O4 (x = 0.0, 0.1,0.2, 0.3) powder samples sintered at 12000C recorded in the  applied 

magnetic field range of -10 to +10 kGauss. It can be seen that all magnetization curves are saturated at the high 

field region; hence hysteresis loops for all the compositions are narrow S shaped due to ferromagnetic materials 

[15]. According to the hysteresis Mn doped samples have soft magnetic nature. 

The values of saturation magnetization (Ms), coercivity (Hc) and remanant magnetization (Mr) are given in 

Table 3. The saturation magnetization values increases with increasing doping level Mn whereas coercivity and 

remanant magnetization decreases with increasing doping level of Mn. It is due to replacement of metal ions 

Ni2+ by Mn2+ causes super exchange interaction between two sites (tetrahedral and octahedral) presents in cubic 

structured spinel ferrites [11]. The increase in value of saturation magnetization is due to the fact that magnetic 

moment of B site was increased more than A site in cubic spinel structure due to Mn doping [16] that is the Ni2+ 

ions had replaced with Mn2+ ions. 

 

Table3. Saturation magnetization Ms) ,Coercivity (Hc) ,Retentivity(Mr) values observed from M-H curve of 

Ni1.2-xMnxFe1.8O4 (x = 0.0, 0.1, 0.2, 0.3) 

Ni1.2-xMnxFe1.8O4 with Saturation magnetization(Ms) emu/gm Coercivity (Hc) (G) Retentivity(Mr) emu/gm 

X=0 35.42 56.63 1.85 

X=0.1 35.93 48.49 1.91 

X=0.2 38.07 41.54 1.70 

X=0.3 40.96 33.93 1.35 
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Figure 3.M-H curves for Ni1.2-xMnxFe1.8O4 where x changes from 0 to 0.3 

 

D. Magnetostriction Measurements 

The Magnetostriction measurements were carried out for magnetic field parallel or perpendicular to the plane 

of the sample plane. λ11 was noted for magnetic field applied parallel to the sample plane and strain gauge, λ12 

was noted for magnetic field perpendicular to sample plane and strain gauge, whereas λ13 was noted for 

magnetic field parallel to the sample plane and perpendicular to strain gauge [17]. 

Figures 4.1-4.4 show variation of transverse (λ11) and longitudinal (λ12) and (λ13) magnetostriction with magnetic 

field for Ni1.2-xMnxFe1.8O4, ‘x’ ranges from 0 to 0.3. It is seen from figure that λ11 is negative while λ12 and λ13 are 

positive in the magnetic field range of measurements. 

The magnetostriction values increases rapidly in the low field region upto 1×103 Gauss. λ11 shows saturation at 

higher magnetic fields whereas λ12 and λ13 goes on increasing with comparatively lower rate in the high field. It 

is seen from the Figure that the maximum value of magnetostriction coefficients (λ 11) obtained is -30 ppm for 

applied magnetic field of 3 kG for Ni1.2Fe1.8O4. With substitution of paramagnetic element Mn in place of 

ferromagnetic element Ni, magnetic field required to reach saturation values is substantially reduced.  

 
Figure4.1 
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Figure 4.2 

 

 
Figure 4.3 

 
Figure 4.4 

Figure 4.1-4.4.Graphs of Strain vs. Magnetic field for Ni1.2-xMnxFe1.8O4 where x changes from 0 to 0.3 
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IV. CONCLUSION 

 

The samples of Ni-ferrite with Mn substitution have been synthesized successfully using chemical co-

precipitation method. Crystalline single phase spinel cubic structure of Ni1.2-xMnxFe1.8O4 ferrite system is 

confirmed by X-ray diffraction analysis. The crystallite size as well as lattice parameter increases with 

increasing Mn substitution. The Scanning electron micrographs of the Mn doped Nickel ferrites shows that 

particles are almost homogeneous and well compacted. It also indicates that for increasing doping level of Mn 

in Ni-ferrite will increase the average grain size which is in coordination with XRD results. Magnetic hysteresis 

curve shows increase in saturation magnetization values with increasing doping level of Mn whereas decrease 

in coercivity and remanant magnetization. This is due to replacement of Ni2+ ion by Mn2+ causing super 

exchange interaction between two sites presents in cubic structured spinel ferrites. Magnetostriction 

measurements for Ni1.2-xMnxFe1.8O4 shows the maximum value of magnetostriction coefficient (λ11) obtained is -

30 ppm for applied magnetic field of 3 kG for Ni1.2Fe1.8O4. Magnetic field required to reach saturation values is 

substantially reduced due to substitution of paramagnetic element Mn in place of ferromagnetic element Ni. 
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Abstract : 

This work reports the static hyperpolarizabilities of TATB (1,3,5-triamino-2,4,6-trinitrobenzene) are 

determined by using quantum chemical methods. The Finite-Field approach has been used to obtain the static 

first and second hyperpolarizability components (β and γ) by applying field either in X, Y or Z direction. The 

geometries of TATB are optimized using quantum chemical methods with different exchange and correlation 

functionals and split valence triple zeta basis set with and without diffuse and polarization functions. The 

geometrical parameters and vibrational frequencies obtained at B3LP/6-311++G** level are in excellent 

agreement with the experimental determinations. β as well as γ values are highest and lowest when the field is 

applied in X and Z direction, respectively. 

Keywords: TATB, NLO, quantum chemical methods, finite field method 

 

I. INTRODUCTION 

 

Nonlinear optics, which studies the interaction of intense light field with matter, is a relatively new field in 

physics with lots of fundamental scientific and technological potential applications [1-3]. Non linear optical 

(NLO) effects are analyzed by considering the response of the dielectric material at the atomic level to the 

electric fields of an intense light beam. The propagation of a wave through a material produces changes in the 

spatial and temporal distribution of electrical charges as the electrons and atoms interact with the 

electromagnetic fields of the wave. The main effect of the forces exerted by the field on the charged particles is 

displacement of the valence electrons from their normal orbits. This perturbation creates electric dipoles whose 

macroscopic manifestation is the polarization. Thus nonlinear Optics (NLO) is the study of interaction of 

intense electromagnetic field with materials to produce modified fields that are different from the input field in 

phase, frequency or amplitude. Second harmonic generation (SHG) is a nonlinear optical process that results in 

the conversion of an input optical wave into an output wave of twice the input frequency. 

Nonlinear optical (NLO) materials with large NLO responses have been a challenge for materials scientists and 

chemists. Recently, organic polymers have received attention regarding their NLO properties. Organic NLO 

materials have potential applications in areas such as electrooptics and photonics. There is a continuing interest 

in development of optical materials which would be suitable for manufacturing of photonic switches and other 

devices. The molecular materials with quadratic nonlinear optical (NLO) response to electromagnetic field have 

been studied over the last two decades [4–16]. 
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NLO properties of π-conjugated molecules such as TATB and substituted benzene are of great interest to 

understand the phenomenon associated with the designing and construction of photonic devices. The 

molecular structure of TATB has been determined by electron diffraction [17-19].Soscún et. al. have calculated 

linear dipole polarizability and nonlinear second dipole hyperpolarizability of TATB using ab-initio SCF-MO 

restricted Hartree-Fock (HF) method [20]. Zhu et. al. have studied the effect of the field, basis set, functionals 

and cavity size on molecular polarizabilities and  hyperpolarizabilities of substituted TATB in different solvents 

[21]. Theoretical methods such as quantum chemical methods play an important role for the prediction of NLO 

properties of a material and its suitability for photonic applications  

We report here on a systematic computational investigation of the NLO properties of TATB using quantum 

chemical methods. 

 

II. COPUTATIONAL DETAILS 

 

Geometry optimizations were carried out using Gaussian suit of program [22]. The geometries of TATB 

molecule have optimized using quantum chemical methods with different basis set. DFT with B3LYP, B3PW91 

and PBEPBE exchange and correlation functionals have been used for the geometry optimization of TATB 

molecule. Using these calculations we decided the level of theory at which TATB molecule show the lowest 

energy and the minimum energy structure. These minimum energy structures are then used to calculate NLO 

properties of TATB at various levels of theory. 

An easy way to comply with the conference paper formatting requirements is to use this document as a 

template and simply type your text into it. 

Page Layout 

The margins must be set as follows: 

• Top = 1.7cm 

• Bottom = 1.7cm 

• Left = 1.7cm 

• Right = 1.7cm 

 

Your paper must be in two column format with a space of 1.27 cm between columns. 

 

III. RESULTS AND DISCUSSION 

 

We first optimized the geometries of TATB molecule at different levels to obtain the lowest energy structure. 

We have used DFT method with different exchange and correlation functionals. It is found that the TATB 

molecule shows the lowest energy at B3LYP/6-311++G** level among different levels of theories used here. 

Table I represents bond lengths and angles for TATB at different levels used here alongwith the experimental 

determinations [17].  
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TABLE 1. Geometrical parameters for TATB obtained using different methods with 6-311++G** basis set 

alongwith experimental values. Bond lengths in Å and angles in degree. 

 

Bond length/angle B3LYP B3PW91 PBEPBE HF Expt.*  

C-C 1.395 1.392 1.400 1.386 1.397a 

C-H 1.084 1.085 1.092 1.075 1.102a 

C-N (C-NH2)  1.327 1.323 1.333 1.325 1.314 

C-N (C-NO2) 1.436 1.430 1.439 1.440 1.419 

N-O 1.242 1.237 1.256 1.194 1.243 

<C-C-C 120 120 120 120    ---- 

<C-C-H 120 120 120 120    ---- 

 

We have also used here various basis sets viz. 6-311G, 6-311+G, 6-311+G*, 6-311++G*, 6-311++G** with 

different methods to obtain NLO properties of TATB. We have applied Finite-Field of different strength either 

in X, Y or Z direction for the TATB molecule to decide the suitable field strength in order to obtain the 

numerical stable hyperporizabilities. The geometries of TATB optimized at B3LYP/6-311++G** level have been 

used here since at this level of theory TATB molecule shows the lowest energy among different levels used here. 

Once the suitable field strength is decided to prevent the numerical instability, we then obtained 

hyperporizabilities of TATB using different methods and basis sets. Figure 2(a) and 2(b) shows the variation of β 

and γ respectively of TATB with field strengths applied either in X, Y or Z direction using the Finite-Field 

method. In Fig. 2, the hyperpolarizability values after certain field strength are the large negative values which 

are not shown in Fig. 2. We have shown only positive values in Fig. 1. Figure 2 shows that the necessity of 

applying different field strengths in order to avoid the numerical instability. From Figure 2, it can be said that 

TATB molecule shows numerical stable hyperporizabilities at a certain range of field strength applied either in 

X, Y or Z direction. Therefore we have chosen field strength of 0.008 a.u. to calculate the hyperporizabilities of 

TATB using different methods and basis sets. We have obtained hyperporizabilities using different levels of 

theory in addition to B3LYP/6-311++G** level with field strength of 0.008 a.u. applied either in X, Y or Z 
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direction. We can consider hyperporizabilities obtained at B3LYP/6-311++G** level as the reference since at 

this level of theory the TATB  molecule show the lowest energy, geometrical parameters and vibrational 

frequencies are in excellent agreement with the experimental determinations. 

 
FIGFigure 2. Variation of β and γ for TATB with field strength at B3LYP/6-311++G** level. 

The β values are zero irrespective of the level of theory and direction in the applied field. However γ values are 

nonzero for TATB as can be seen from Fig. 2. Figure 2 shows the variation of γ of TATB obtained using 

different methods and basis sets with field strength of 0.008 a.u. applied either in X, Y or Z direction. 

 
Figure 2. Variation in γ for TATB obtained using various methods and basis sets using field strength of 0.008 

a.u.. 

 

IV. CONCLUSION 

 

We studied NLO properties of TATB molecule. The field is applied either in X, Y or Z direction. TATB shows 

zero β values irrespective of the applied field direction. There is no large change in β values of TATB. However 

a significant increase in β values is obtained for the field applied in X direction. Large γ values are also obtained 

for the TATB. Among different levels of theory used here for obtaining the hyperpolarizabilities, MP2 level 

shows higher β and γ values than the DFT method with different exchange and correlation functionals. The 

optimized geometries obtained at B3LYP/6-311++G** level of theory are in excellent agreement with the 

experimental determinations.  
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Abstract : 

This document provides Camellia sinensis (Green Tea), a member of the Rosaceae family, is widely recognized 

for its medicinal properties, yet its application in the green synthesis of zinc nanoparticles remains 

underexplored. This study investigates the utilization of Camellia sinensis leaf extract for the synthesis of zinc 

nanoparticles, expanding the scope beyond traditional fruit-based methodologies. The synthesis was evidenced 

by a distinct color change in the solution and characteristic UV-Vis absorption peaks at 393 nm and 395 nm. 

The antimicrobial efficacy of the synthesized zinc nanoparticles was evaluated against multidrug-resistant 

bacterial strains, including Escherichia coli, Staphylococcus aureus, Pseudomonas aeruginosa, and Bacillus 

subtilis. The nanoparticles demonstrated significant antibacterial activity, with a maximum inhibition zone of 

24 mm observed against S. aureus. These results indicate the potential of Camellia sinensis leaf extract as a 

viable alternative for nanoparticle synthesis, providing a novel approach for developing plant-based 

antimicrobial agents. 

Keywords: Camellia sinensis, green synthesis, zinc nanoparticles, antimicrobial activity 

 

I. INTRODUCTION 

 

Micronutrient deficiencies (MNDs), particularly those of zinc (Zn) and iron (Fe), represent a significant global 

health concern, affecting over 3 billion individuals, especially in regions with grain-based diets such as Africa 

and India [1-4]. Zinc, in particular, plays a crucial role in human health and agriculture, where zinc oxide 

nanoparticles (ZnO NPs) have been increasingly utilized for their dual function of providing essential zinc 

nutrition to crops and offering pest resistance [5]. Despite the promising applications, the synthesis of ZnO NPs 

through conventional methods such as sol-gel, precipitation, and thermal decomposition remains complex and 

resource-intensive [6]. 

In recent years, the green synthesis of ZnO NPs using plant extracts has gained attention as an eco-friendly 

alternative. The use of phytochemicals present in plant extracts as reducing and stabilizing agents offers a 

sustainable and less toxic approach to nanoparticle synthesis [7]. Among various plants studied, Camellia 

sinensis (Green Tea) is notable for its rich polyphenolic content, which facilitates the synthesis of nanoparticles 

with desirable characteristics. Additionally, ZnO NPs synthesized using plant extracts have demonstrated 

significant antimicrobial activity, making them suitable for applications in food safety and preservation [8]. 
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Previous studies have shown that the size, shape, and antimicrobial efficacy of ZnO NPs are highly dependent 

on the synthesis parameters, including the concentration of plant extract and metal salts used [1]. For instance, 

Datta et al. (2012) successfully synthesized ZnO NPs using Parthenium hysterophorus leaf extracts, producing 

nanoparticles with varied morphologies that exhibited enhanced antimicrobial properties due to their reduced 

size and increased surface area [9]. 

The present study focuses on the green synthesis of ZnO NPs using Camellia sinensis leaf extract. This research 

aims to optimize the synthesis conditions to produce ZnO NPs with enhanced antimicrobial properties. The 

synthesized nanoparticles will be evaluated for their antimicrobial activity against pathogenic bacteria, 

providing insights into the potential of Camellia sinensis as a sustainable source for nanoparticle production and 

its application in addressing global challenges related to MNDs and antimicrobial resistance. 

 

II. METHODS AND MATERIAL 

 

A. Plant and Culture Collection 

The leaves of Camellia sinensis (Green Tea) used in this study were collected from the Milind College of 

Science, Aurangabad, Maharashtra, and were authenticated by the Botany Department of Milind College of 

Science, Aurangabad, Maharashtra, India. The human pathogenic microorganisms utilized in this research were 

obtained from the Institute of Microbial Technology (IMTECH), Chandigarh. These included the Gram-

negative bacteria Escherichia coli (MTCC-5704) and Pseudomonas aeruginosa (MTCC-2295), as well as the 

Gram-positive bacteria Bacillus subtilis (MTCC-121) and Staphylococcus aureus (MTCC-3160). The cultures 

were maintained in Muller-Hinton broth for preservation and subsequent antimicrobial testing. 

 

B. Preparation of Plant Leaf Extract and Zinc Oxide Nanoparticles Solution 

The leaves of Camellia sinensis were thoroughly washed with distilled water and then oven-dried at 50-65°C 

for 20-40 minutes until completely dehydrated. The dried leaves were ground into a fine powder using a 

mechanical grinder. For the preparation of the extract, 5 grams of the powdered leaves were soaked in 50 mL of 

deionized water and heated at 60°C for 30 minutes. The resulting extract was filtered using Whatman No. 1 

filter paper, and the filtrate was stored at 4°C for up to one week, ensuring it was used within this period for the 

synthesis of zinc oxide nanoparticles. 

To prepare the zinc oxide nanoparticle solution, 5 grams of zinc nitrate were dissolved in 50 mL of deionized 

water and heated in a water bath at 70°C until a homogeneous solution was obtained. This zinc nitrate solution 

was then added dropwise to 12.5 mL of the prepared Camellia sinensis leaf extract under continuous stirring. 

The mixture was incubated in a water bath at 70°C for one hour to facilitate the synthesis of zinc oxide 

nanoparticles. The resulting solution was then subjected to further analysis, including antimicrobial testing. 

 

C. Synthesis and Confirmation of ZnO Nanoparticles 

The synthesis of ZnO nanoparticles was confirmed through visual observation of a color change in the reaction 

solution, transitioning from its original color to a cream-colored solution. This color change indicates the 

formation of nanoparticles. Further confirmation was obtained by measuring the absorption maxima within the 

wavelength range of 300-600 nm using UV-Vis spectroscopy. The presence of an absorption peak is attributed 

to the surface plasmon resonance (SPR) property of the nanoparticles, which arises from the oscillations of free 

electrons on the nanoparticle surface when they resonate with the wavelength of the incident light. 
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To extract the synthesized ZnO nanoparticles, the reaction solution was heated to 70°C using a heating mantle 

until the solution was converted into a powdered form of zinc oxide nanoparticles. The obtained nanoparticles 

were further subjected to calcination by placing them in a hot air oven at 110°C for one hour. The fine powder 

of ZnO nanoparticles was then collected and used for further characterization, including X-ray diffraction 

(XRD) analysis to determine the crystalline structure and size of the nanoparticles. 

 

D. Antimicrobial Activity of Plant Extracts by Agar Well Diffusion Assay 

The antimicrobial activity of the plant extracts was evaluated using the agar well diffusion assay method [10]. 

Mueller-Hinton Agar (MHA) plates were inoculated with microbial cultures, including both Gram-positive and 

Gram-negative bacteria. A well with a diameter of approximately 6.0 mm was aseptically created in the agar 

using a sterile cork borer. The plant extract served as the test substance, with a control used for comparison. 

The inoculated plates were placed in a laminar flow hood for 30 minutes to allow pre-diffusion of the extracts 

before being incubated overnight at 37°C for 24 hours. 

The antimicrobial efficacy of the extracts was assessed by measuring the inhibition zones (zone of inhibition 

diameters) around each well. The inhibition zones were measured using a high media zone scale, and the 

results were recorded to determine the spectrum of antimicrobial activity exhibited by the plant extracts. 

 

III. RESULTS AND DISCUSSION 

 

A. Characterization of Zinc Oxide Nanoparticles 

The synthesis of zinc oxide (ZnO) nanoparticles using Camellia sinensis (Green Tea) leaf extract was confirmed 

by a visible color change in the reaction mixture, transitioning from its original greenish hue to a light cream 

color. This change is indicative of the formation of ZnO nanoparticles, driven by the coherent oscillation of 

electron gas at the nanoparticle surface, a hallmark of nanoparticle synthesis. UV-Vis spectroscopy of the 

synthesized nanoparticles showed a strong absorption peak at 393 nm, characteristic of the surface plasmon 

resonance (SPR) of ZnO nanoparticles. 

 
Figure- 1. XRD pattern of zinc nanoparticles 

The crystalline nature of the ZnO nanoparticles was further confirmed by X-ray diffraction (XRD) analysis. The 

XRD patterns displayed distinct peaks corresponding to the hexagonal wurtzite structure of ZnO, confirming 

the successful synthesis of pure ZnO nanoparticles. The diffraction peaks were sharp and well-defined, 

indicating the high crystallinity of the nanoparticles. 

Previous studies corroborate these findings. Sindhura et al. (2013) synthesized ZnO nanoparticles using 

Hibiscus rosa sinensis leaf extracts, observing a UV absorption peak at 269 nm and confirming the formation of 

ZnO nanoparticles with a size range of 32.7 to 89.8 nm. Similarly, Hashemi et al. (2010) synthesized ZnO 
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nanoparticles using Olea europaea (olive) leaf extracts, with a UV-visible absorption peak at 370 nm and 

spherical particles averaging 41 nm in size. 

In this study, the average size of the synthesized ZnO nanoparticles was calculated using the Scherrer equation, 

yielding an average particle size of approximately 50-70 nm, depending on the specific conditions of the 

synthesis. These results are consistent with those reported in the literature, demonstrating the efficacy of 

Camellia sinensis leaf extract in producing ZnO nanoparticles with desirable properties for potential 

applications. 

 

B. Antimicrobial Analysis 

The antimicrobial activity of the zinc oxide (ZnO) nanoparticles synthesized using Camellia sinensis (Green Tea) 

leaf extract was evaluated against a range of pathogenic bacteria, including both Gram-positive and Gram-

negative strains. The agar well diffusion method was employed to assess the antibacterial efficacy of the 

nanoparticles, with zones of inhibition used as the primary indicator of antimicrobial activity. 

The ZnO nanoparticles exhibited significant antimicrobial activity against all tested bacterial strains. The 

largest inhibition zones were observed against Staphylococcus aureus (Gram-positive), with an average zone of 

inhibition measuring approximately 24 mm. This suggests that the synthesized ZnO nanoparticles are 

particularly effective against Gram-positive bacteria, likely due to the differences in the cell wall structure 

between Gram-positive and Gram-negative bacteria, which affect the interaction with nanoparticles. 

For Gram-negative bacteria such as Escherichia coli and Pseudomonas aeruginosa, the ZnO nanoparticles also 

demonstrated strong antimicrobial effects, with inhibition zones measuring between 18-22 mm. These results 

indicate that the ZnO nanoparticles synthesized using Camellia sinensis leaf extract possess broad-spectrum 

antibacterial properties. 

The antimicrobial activity observed in this study can be attributed to the unique properties of ZnO 

nanoparticles, including their ability to generate reactive oxygen species (ROS) and the release of Zn²⁺ ions, 

which contribute to bacterial cell membrane disruption and ultimately bacterial cell death. The high surface 

area to volume ratio of the nanoparticles further enhances their interaction with bacterial cells, leading to 

increased antimicrobial efficacy. 

 
Figure- 2. Zone of inhibition observed using ZnO against different pathogens. 

These findings align with previous studies that have reported the antimicrobial potential of ZnO nanoparticles 

synthesized using plant extracts. The results demonstrate that Camellia sinensis leaf extract is an effective and 

eco-friendly reducing and stabilizing agent for the synthesis of ZnO nanoparticles, which exhibit strong 

antibacterial activity against a variety of pathogenic microorganisms. This suggests potential applications of 
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these nanoparticles in medical and environmental settings, particularly in developing new antimicrobial agents 

to combat drug-resistant bacteria. 

Table 1: Antimicrobial activity of ZnO nanoparticles synthesized using Camellia sinensis leaf extract against 

various bacterial strains. 

Bacterial Strain Type Zone of Inhibition (mm) 

Staphylococcus aureus (MTCC-3160) Gram-positive 24 

Bacillus subtilis (MTCC-121) Gram-positive 22 

Escherichia coli (MTCC-5704) Gram-negative 20 

Pseudomonas aeruginosa (MTCC-2295) Gram-negative 18 

 

IV. CONCLUSION 

 

The present study successfully demonstrated the green synthesis of zinc oxide (ZnO) nanoparticles using 

Camellia sinensis (Green Tea) leaf extract as a natural reducing and stabilizing agent. The synthesis was 

confirmed by visual observation, UV-Vis spectroscopy, and X-ray diffraction (XRD) analysis, which revealed 

the formation of highly crystalline ZnO nanoparticles with an average size of 50-70 nm. The synthesized ZnO 

nanoparticles exhibited significant antimicrobial activity against a broad spectrum of pathogenic bacteria, 

including both Gram-positive and Gram-negative strains. The most pronounced antibacterial effect was 

observed against Staphylococcus aureus, a Gram-positive bacterium, indicating the potential of these 

nanoparticles in combating drug-resistant bacterial infections. This study highlights the efficacy of Camellia 

sinensis leaf extract in producing ZnO nanoparticles with desirable properties for antimicrobial applications. 

The findings suggest that these eco-friendly synthesized nanoparticles could be further explored for use in 

medical, environmental, and food safety applications, particularly in the development of new antimicrobial 

agents. Moreover, the use of a sustainable and readily available plant extract aligns with the growing interest in 

green chemistry approaches for nanoparticle synthesis, offering a promising alternative to conventional 

methods that are often more toxic and resource-intensive.Top of Form 
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Microwave Remote Sensing: Techniques, Applications, and Advancements 
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Abstract : 

Microwave remote sensing encompasses both active and passive forms of remote sensing. Microwave remote 

sensing has proven indispensable in various fields such as environmental monitoring, climate studies, 

agriculture, and disaster management. Operating in the microwave region of the electromagnetic spectrum (1 

mm to 1 m), it offers unique advantages, including all-weather, day-and-night capability, and the ability to 

penetrate clouds cover, haze, dust, vegetation, and even soil. This paper presents an in-depth exploration of 

microwave remote sensing, its principles, technologies such as active andpassive, and the diverse applications in 

Earth observation. Additionally, the paper highlights recent advancements and discusses the challenges that 

need to be addressed for future improvements. 

Keyword: Microwave Remote Sensing, Active Remote Sensing, Passive Remote Sensing, Synthetic Aperture 

Radar 

 

I. INTRODUCTION 

 

“Remote sensing is the science of acquiring information about the Earth’s surface without actually being in 

contact with it.” This is done by sensing and recording reflected or emitted energy and processing analyzing 

and applying that information. There are several regions of the electromagnetic spectrum which are useful for 

remote sensing. In that microwaveremote sensing uses electromagnetic waves in the microwave range from 

1mm to 1m, making it an effective tool for Earth observation due to its unique capability to penetrate through 

clouds cover and sense in both day and night conditions because of its higher wavelength range. 

The main advantage of microwave remote sensing lies in its ability to provide data under all-weather 

conditions, which is critical for monitoring surface characteristics such as soil moisture, vegetation structure, 

and sea ice. The main categories include active microwave sensing (radar systems that emit and receive 

microwave signals) and passive microwave sensing (radiometers that measure natural microwave emissions). 

 

II. Principles of Microwave Remote Sensing 

 

Microwave remote sensing operates in the frequency range of 1–300 GHz (corresponding to wavelengths of 1 

mm to 1 m). It relies on how microwaves interact with Earth's surface and atmosphere, including factors 

like:i.Wavelength and Frequency: Longer wavelengths can penetrate deeper into the Earth's surface, snow, or 

vegetation, offering insights into subsurface properties.ii. Polarization: Refers to the orientation of the 

electromagnetic wave and provides additional data about surface characteristics.Active sensors can measure 
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backscatter as co-polarized (HH and VV) and cross-polarized (HV and VH). Passive sensors measure the 

emission in V or H polarization.iii. Incident Angle: The angle at which the microwaves hit the surface affects 

the reflection and scattering properties.The sensitivity of microwave sensor to soil moisture decreases when the 

incidence angle increases. At higher incidence angle, the vegetation intercepts more of the signal and 

attenuates it. 

The interaction between microwaves and various natural materials such as vegetation, soil, snow, and water 

depend on their dielectric properties.By analyzing the returned or emitted signals, important physical 

properties such as surface roughness, moisture content, and surface geometry can be inferred. 

 

III. Active Microwave Remote Sensing (Radar) 

 

Active microwave remote sensing involves emitting a signal and measuring the returned signal after it interacts 

with the target surface. Active sensors provide their own energy source for illumination. Advantages of active 

remote sensing include the ability to obtain measurements anytime of day or season. Active microwave sensors 

are generally divided into two distinct categories: imaging and non-imaging. Radar (Radio Detection and 

Ranging) is the most commonly used imaging active microwave sensor. Non-imaging microwave sensors 

include altimeters and scatterometers.It can be further divided into several types based on their operational 

principles. 

3.1 Synthetic Aperture Radar (SAR) 

SAR is a radar technique that produces high-resolution images of Earth's surface by combining data collected 

over successive flights. SAR is particularly valuable because it operates independently of cloud cover and 

sunlight, making it ideal for applications such as: 

i. Cryosphere studies: Monitoring glacier movements, sea ice extent, and seasonal changes in snow cover. 

ii. Surface deformation monitoring: Used in geological studies, including monitoring earthquakes and 

volcanic activity via interferometric SAR (InSAR). 

iii. Environmental mapping: SAR is useful for studying deforestation, urban expansion, and wetland mapping. 

3.2 Scatterometer: 

Scatterometeris non-imaging sensors. Scatterometers are specialized radar systems designed to measure the 

reflection or scattering of microwaves from surfaces, typically scatterometry measurements over ocean surfaces 

can be used to estimate wind speed and direction over the sea surface roughness. They are crucial for weather 

prediction and hurricane tracking. 

3.3 Radar Altimeter 

Radar altimeters transmit short microwave pulses and measure the round-trip time delay to targets to 

determine their distance from the sensors. Radar altimeters measure height and elevation of an object or surface 

relative to the sensor. They are commonly used on aircraft for altitude determination and on aircraft and 

satellite for sea level measurements and in monitoring the thickness of polar ice sheets. 

 

IV. Passive Microwave Remote Sensing 

 

Passive microwave remote sensing involves measuring natural microwave emissions from the Earth's surface 

and atmosphere. These emissions vary based on surface properties such as temperature, moisture properties of 
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the emitting surface, and material composition. Passive microwave sensors are typically radiometers or scanners. 

Applications of passive microwave remote sensing include meteorology, oceanography and hydrology. 

4.1 Atmospheric Sensing 

Microwave radiometers are used to measure temperature, humidity, and water vapor content in the atmosphere. 

This data is critical for meteorological forecasting and understanding atmospheric dynamics. 

4.2 Soil Moisture Estimation 

Soil moisture estimation is one of the major applications of passive microwave sensors. Soil moisture content 

has significant implications for agriculture, hydrology, and climate studies. Microwave radiometers such as 

those onboard the SMAP (Soil Moisture Active Passive) satellite measure global soil moisture levels with high 

temporal frequency. 

 

V. Applications of Microwave Remote Sensing 

 

Microwave remote sensing provides critical data for various sectors due to its ability to monitor physical 

parameters in all-weather conditions. Some key applications include: 

5.1 Disaster Management 

Microwave remote sensing is widely used for disaster monitoring and management due to its capability to 

provide rapid, near-real-time data: 

i. Flood Monitoring: SAR can detect flood extents even under cloudy or stormy conditions. It plays a crucial 

role in tracking floods caused by tropical cyclones and heavy rainfall events. 

ii. Earthquake and Landslide Detection: InSAR has revolutionized the detection of surface deformations 

caused by tectonic movements and landslides. 

iii. Cyclone and Storm Tracking: Scatterometer data on wind speed and direction helps in forecasting and 

tracking tropical cyclones and hurricanes. 

5.2. Environmental Monitoring: 

i. Vegetation Mapping: Both active and passive microwave sensors are used to monitor vegetation biomass, 

soil moisture, and surface roughness, helping in agricultural planning and environmental conservation 

efforts. 

ii. Deforestation and Land Use Changes: SAR systems are widely used to detect forest cover changes, 

deforestation rates, and changes in land use. 

iii. Water Resource Management: Monitoring soil moisture and surface water bodies, especially during 

droughts and floods, is critical for efficient water resource allocation. 

5.3 Agriculture and Soil Monitoring 

i. Precision Agriculture: Agriculture plays a dominants role in economies. Microwave sensors help in 

assessing health of the crop, irrigation needs, and soil moisture levels, enabling precision farming 

techniques, crop condition assessment. 

ii. Drought Monitoring: Long-term soil moisture measurements are crucial for understanding and predicting 

drought conditions, helping in agricultural planning and food security. 

5.4 Climate Change Monitoring 

Microwave remote sensing provides valuable data for studying and mitigating the impacts of climate change: 

i. Glacier and Ice Sheet Monitoring: By measuring changes in ice mass and extent, microwave sensors 

contribute to understanding sea-level rise and polar dynamics. 
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ii. Sea Surface Temperature and Winds: Scatterometer and radiometer data help monitor sea surface 

temperature and wind patterns, critical for climate models. 

 

VI. Advancements in Microwave Remote Sensing 

 

Recent technological advancements have significantly improved the performance and capabilities of microwave 

remote sensing systems: 

i. Polarimetric SAR (PolSAR): PolSAR enhances the ability to extract detailed information from radar 

imagery by measuring multiple polarization states, providing more insight into surface characteristics like 

vegetation, urban areas, and snow cover. 

ii. Interferometric SAR (InSAR): InSAR has enabled the precise measurement of ground displacements, 

allowing scientists to monitor earthquakes, volcanic eruptions, and land subsidence with millimeter 

accuracy. 

iii. Miniaturization of Sensors: Smaller, more efficient microwave sensors enable their integration into 

constellations of small satellites, providing frequent, near-real-time global coverage. 

 

VII. Challenges and Limitations 

 

Despite the advantages, microwave remote sensing faces several challenges:Data Processing Complexity: The 

interpretation of microwave remote sensing data, particularly from polarimetric and interferometric SAR, 

requires advanced algorithms and computational resources. Resolution Trade-offs: Passive microwave sensors 

often have lower spatial resolution due to the large antenna size needed for higher resolution at longer 

wavelengths.Cost: Active systems, especially SAR, are expensive to develop, launch, and operate, limiting their 

availability. 

 

VIII. Conclusion 

 

Microwave remote sensing has become a vital tool for monitoring and studying the Earth observation, 

Microwave remote sensing techniques have shown great potential in agricultural applications such as crop yield 

forecasting, climate change monitoring, disaster management and issuing early warning of droughts. The ability 

to operate under all weather conditions and in the day and night monitoring it particularly valuable for global, 

continuous observation. While the field continues to advance, addressing challenges such as cost, resolution, 

and data interpretation will be crucial for unlocking its full potential in the years to come. 
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Abstract : 

Research in astronomical observations can be done in two broad ways- one is for change in the position of the 

object which is prominent in the case of planets and other is for change in the intensity of electromagnetic 

radiations which is prominent in case of stars. Variable stars have long captivated astronomers, from amateur 

observers to professional researchers. Some brightvariable stars can be observed with the unaided eye, but 

fainter objects require telescopic assistance, and recording stellar light necessitates the use of advanced 

detectors like photometers, DSLRs, CCD cameras, etc. Nowadays it is needed to use softwares for processing 

images and analyzing the data. Our abilities to collect and analyze huge amounts of observational data have 

considerably increased due to the use of modern technology. Using technology, the study of variable stars is 

now more precise and comprehensive. This article provides anunderstanding about classification of various 

types of variable stars, explained with light curves. We have discussed the role of small telescopes and 

photometric techniques in the discovery and classification of the variable stars. The discussion also includes a 

few examples, along with the limitations and challenges in the field of variable star astronomy.This article also 

provides an overview of future research directions, highlighting the importance of using modern technology 

and collaborative work to expand our understanding of variable stars. 

Keywords: Suspectedvariable stars, Irregular variable stars, Variables in clusters, Photometric techniques, Light 

curves 

 

I. INTRODUCTION 

 

In the dynamic field of astronomy, the observations of stars using small telescopes and the precise 

measurements of their luminosity through instruments such as photometers, DSLRs, and CCDs offer profound 

insights into the cosmos and its evolution. Stars are broadly categorizedinto non-variable and variable 

categories on the basis of their luminosity variations, with some stars suspected of variability when they do not 
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fit into these classifications. The brightness variations of variable stars can be from a mere tenth of a magnitude 

to over twenty magnitudes, with periods ranging from a couple of hours to a few years[1]. 

Variable star study is vital and improves our understanding of the cosmos by providing critical information on 

stellar parameters such as mass, radius, brightness, temperature, interior structure, etc. [2]. Stars are important 

drivers of cosmic evolution, especially in the synthesis of elements heavier than hydrogen and helium which 

are essential building blocks for life and planetary systems [1]. As potential sites for life, studying stars, 

including our Sun, deepens our understanding of possible extraterrestrial habitats. The diversity of variable 

stars reveals clues to broader astrophysical phenomena, making them indispensable to our understanding of 

stellar evolution and the broader cosmos. Technological advancements in sensors and computational methods 

have significantly enhanced our ability to explore and comprehend these celestial bodies. 

 

II. Classification and types of variable stars: 

 

Stars are the celestial objects which give out energy in the form of light. The magnitude of the light received 

from a star can be constant or it may vary in a certain period. Depending on the variation, stars can be classified 

into standard stars and variable stars. If the magnitude does not change over a long period, the stars are 

standard or non-variable stars. But if the magnitude changes, the stars are variable stars. 

Variable stars are then divided into two main groups depending on the reason for the variation of light 

magnitude- intrinsic & extrinsic variables. If the variation of light intensity is because of the star itself, such 

stars are called intrinsic variables, and if the variation of light intensity is due to external conditions, the stars 

are called extrinsic variable stars. 

 
Figure 1: Variability tree of stars[4] 

There are many types of variable stars. Considering the scope of this article, few of the examples are discussed 

below- 

2.1 Eclipsing variables- Close binary stars whose orbital plane coincides with our line of sight are called 

eclipsing binary variables. While rotating about each other, one star eclipses the other and vice versa. This leads 

to variations in the light that we are receiving from the binary system.  
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The study of eclipsing binaries began in depth with the detailed observations of Algol (β Persei).The analysis of 

observations led to the perception that variations in brightness could be attributed to the mutual eclipses of 

stars in a binary system. The pioneering work by astronomers like John Goodricke in the 18th century laid the 

foundation for the modern study of these systems.  

Eclipsing binaries are broadly classified based on the amount of the eclipse, and the nature of the eclipsing 

stars:Detached Binaries, Semi-Detached Binaries,Contact Binaries, etc. 

 
Figure 2 - Photometric observations of TJX Uma [8] 

 
Figure 3 – Photometric observations of XY Leo (spectroscopic binary) taken from KJO, Pune. 

 

2.2 Rotating variables - Fundamentally stars rotate about their axis. However, if variation is observed in the 

surface brightness of the star, such stars are rotating variables. The variability in rotating stars is mainly a 

surface phenomenon due to the rotation of surface features in and out of the line of sight.Even our own sun has 

spots that revolve over a certain period.Other examples are BY Dra stars, RS CVn stars, rotating ellipsoidal 

variables, etc. 
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Figure 4 - Sunspots Image credit: NASA 

 

 
Figure 5 - Light curve of a BY Dra variable utilizing ASAS data 

 

2.3 Eruptive variables - If the variation of the light magnitude is because of explosive or eruptive processes, 

such variable stars are called eruptive variables. Usually, such variability is rapid and for a short period showing 

irregular variations in the magnitude.Many of the stars designated as irregular in the General Catalogue of 

Variable Stars may be assigned to different star classes once they are well understood. Some of the examples are 

cataclysmic variables, Novae, eruptive binaries, young stellar objects, T Tauri stars, etc. 
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Figure 6 - The photometric data of V2362 Cyg from April 2006 to March 2007.[9] 

 

2.4 Pulsating variables - If the outer layer of the star shows expansion and contraction, such stars are pulsating 

variable stars. The expansion and contraction is mostly symmetric and spherical. It is somewhat similar to 

blowing air in and out in a balloon.  Some examples are Cepheid variables, Mira variables, RR Lyrae variables, 

etc. There are some stars whose pulses are non-radial. Some examples are pulsating B stars, white dwarfs, β 

Cephei, δ Scuti, etc. 

 
Figure 7 - The short-cadence light curve (sectors 36 and 37) of TIC 374753270 during 1.5 days (top panel), 

amplitude spectrum (middle panel), and amplitude spectrum of residual with S/N less than 5.2 (bottom panel). 

[10] 

 

2.5 Variables in clusters - Star clusters, both open and globular, offer a unique environment for researching 

stellar evolution. Variable stars inside clusters are especially helpful because of the homogeneity of distance, 

composition, and age among cluster members.Star clustersare suitable for investigating variables since their 

member stars are relatively homogeneous in terms of age, metallicity, and distance.Variable stars inside clusters 
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are important for a variety of reasons: distance determination, age estimation, chemical composition, 

evolutionary understandings, etc. 

 
Figure 8- Five minute image of IC 348 obtained with the 0.6 m telescope at VVO through a Cousins I Ðlter, 

showing the part of the cluster monitored for variability. The Ðeld is onaside with north at the top and east to 

the left.[11] 

 

III. Basics of photometry: 

 

Photometry is a foundation of stellar astronomy, providing critical insights into the properties of stars. By 

measuring the light flux from stars at various wavelengths, photometry helps astronomers to 

deeplyunderstandthe energy output of stars.This gives insights about models of stellar structure[1]. Astar’s 

coloris determined by comparing its brightness in two different spectral bands, which offers valuable 

information about its temperature. Photometric measurements can also be employed to study interstellar dust 

and are essential in determining the distances and sizes of stars. The Hertzsprung-Russell (H-R) diagram, a 

fundamental tool for understanding stellar evolution, is built upon photometric and spectroscopic data[1]. 

The primary objective of astronomical photometry is straightforward. It is to measure the light flux from 

celestial objects. However, challenges arise when different observers, using various telescopes and detectors, 

measure the same star from various locations[2]. These discrepancies are primarily due to the varying spectral 

responses of the telescopes and detectors involved. Photometry typically involves using a detector with a broad 

spectral response, with individual spectral regions isolated by filters that transmit only a narrow range of 

wavelengths[2]. However, it is impossible to manufacture detectors and filters that are perfectly identical. To 

address this, observations of standard stars are made to determine calibration coefficients for the necessary 
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equations. These calibrated equations allow for the conversion of measurements from any unknown star into a 

standard photometric system, ensuring consistency across observations[2]. 

Mλ = mλ0 + βλC + γλ 

C = δC0 + γc 

Thus, photometric systems can be defined by defining the detectors, filters, and a set of standard stars [2].  

Observing standard stars allows an observer to take observational measurements of program stars and convert 

them to the standard UBV system. The transformation equations in a general form can be applied to any 

photometric system. It is typical to alter the symbols in the transformation equations to indicate the use of the 

UBV system[2]. Now the transformation equations can be written as 

v = -2.5 log dv 

b = -2.5 log db 

u = -2.51ogdu 

where v, b, u and dv, db, durepresent the instrumental magnitudes andmeasurements through the V, B, and U 

filters, respectively[2]. 

UBV system is the most commonly used system. There are some other systems also like- 

o Morgan-Keenan spectral classification system 

o Infrared extension of UBV system 

o The Stromgren four-color system 

o Narrow band Hβ photometry etc. 

Depending on the necessity of the project and the nature of the stars, one can choose the suitable system for the 

required calculations. 

 

IV. Discoveries - Examples with light curve analysis: 

 

Till the middle of 19th century, number of known variables was only 18. They had been found 

accidentallyduring other observations. Most of the recent discoveries are because of the systematic work like 

particularly choosing a star field and with repeated observations and comparisons. There can be different 

methods to record light and compare the variations, if any. As per the International Variable Star Index given 

by the American Association of Variable Star Observers, more than 22,79,000 variable stars have been cataloged 

however,several stars are yetsuspected to be variables[1].  

One of the most significant breakthroughs in astronomy during the study of variable stars was Henrietta 

Leavitt's discovery of the Period-Luminosity relationship in Cepheid variables. In 1912, Leavitt demonstrated 

that the luminosity of a Cepheid variable is directly related to its pulsation period, providing a tool for 

measuring cosmic distances. This discovery laid the foundation for Edwin Hubble's subsequent revelation of the 

expanding universe, which is pivotal in modern cosmology. 

In recent decades, the study of Delta Scuti and Gamma Doradus stars has opened new possibilities for 

researching the interiors of stars. These pulsating variables exhibit both radial and non-radial oscillations, 

making them ideal candidates for asteroseismology. By analyzing their oscillation modes, astronomers can 

understand the internal structure and the composition of these stars, explaining the processes influencing stellar 

evolution. 

Variable stars have also played a crucial role in the discovery of exoplanets. The transit method, which involves 

detecting the slight dimming of a star as a planet passes in front of it, relies heavily on precise measurements of 
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stellar brightness. Variable stars, particularly those with predictable brightness patterns, have been 

instrumental in refining this technique, leading to the discovery of thousands of exoplanets in recent years. 

 

V. Challenges and limitations: 

 

5.1 Availability of resources - The observations of faint stars or clusters or AGNshave significant challenges 

when using small telescopes. This ismainly due to their limited light-gathering capabilities. Modern telescopes 

with high-sensitivity detectors, as well as specialist image analysis tools, are necessary to conduct effective 

studies on these objects.Access to such resources is often limited, as not all researchers can get the opportunity 

to utilize well-equipped observatories. The high demand for observation time at major observatories further 

restricts availability, making it difficult to use such necessary resources for comprehensive studies. 

5.2 Impact of Climate Conditions - Optical astronomical observations are dependent on climatic conditions. A 

significant portion of observation time can be lost due to adverse weather, particularly cloud cover. Stars that 

are visible during certain seasons, notably in parts of winter and most of summer, can be observed with greater 

clarity during these periods. Consequently, the selection of target stars for observation programs must take 

seasonal climate variations into account. 

For certain astronomical objects, radio telescopes may serve as an alternative when optical observations are 

hindered by poor weather. However, the availability of radio telescopes is limited, presenting a significant 

constraint on their use as a supplementary tool in these situations. 

5.3 Data Storage and Analysis Considerations: The temporal characteristics of variable stars significantly 

influence both data storage and analysis. For short-period variables, the relatively fewer observational data 

points facilitate straightforward data management and expedite analysis. In contrast, long-period variables 

necessitate extended observation durations, resulting in larger datasets. The increased volume and complexity 

of these datasets render the storage and analysis processes more time-intensive and laborious. 

 

VI. Future directions: 

 

6.1 Robotic Observatories and Automated Data Processing 

Robotic observatories offer the significant advantage of being deployable in remote locations, provided there is 

reliable internet connectivity. These systems require minimal human intervention for overnight observations, 

allowing for efficient data collection without the need for on-site personnel. However, regular maintenance by 

a technician with expertise in mechanical, electrical, electronic, and internet systems is essential. Continuous, 

uninterrupted power supply is crucial, as well as monitoring to address potential issues such as defocus or 

tracking errors. 

While these systems optimize observational time through pre-programmed sequences, they are not without 

challenges. Power or internet disruptions, if not promptly addressed, can lead to significant operational 

downtime. The installation and repair costs are considerable, necessitating a robust support system to ensure 

consistent performance. 

6.2 Need of collaborative work 

Variable stars comprise a wide spectrum of phenomena, including pulsing stars like Cepheids and RR Lyrae as 

well as eruptive variables like novae and supernovas. Each form of variable star poses unique observational 

challenges, necessitating distinct methodologies, apparatus, and data analysis procedures.Astronomers must 
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collect data at many wavelengths to adequately classify these stars, including optical, infrared, ultraviolet, and, 

in certain cases, radio and X-ray. This multi-wavelength approach is critical for understanding the physical 

processes underlying variability. However, no single observatory or researcher can consistently cover such a 

broad spectrum.Furthermore, many variable stars show periodic or quasi-periodic behavior that might last days, 

months, or even years. Continuous monitoring is required to capture these variations and generate a full light 

curve. This is especially true for irregular variables or those that change rapidly, when missing a brief 

occurrence could result in incomplete or incorrect findings. 

 

VII. The Role of Collaboration in Overcoming Observational Challenges 

 

7.1 Global Coverage: Due to the Earth's rotation and the geographical constraints of observatories, no one site 

can continually observe a star. Astronomers can achieve practically continuous monitoring by partnering with 

observatories all around the world, which is essential when researching variables with short or irregular 

intervals. International networks such as the American Association of Variable Star Observers (AAVSO) have 

played an important role in coordinating such efforts, allowing for continuous data collection around the clock. 

7.2 Multi-Wavelength Observations: As previously said, understanding variable stars frequently requires data 

from various wavelengths. Collaborative networks enable diverse observatories to provide observations across 

the electromagnetic spectrum. For example, ground-based optical telescopes can collaborate with space-based 

observatories such as the Hubble Space Telescope (for ultraviolet) and the Chandra X-ray Observatory to 

provide a more complete picture of the star's behavior. 

7.3 Resource Sharing and Expertise: Collaboration enables researchers to pool resources such as telescopes, 

instruments, computational tools, and software. It also encourages the interchange of expertise, allowing 

specialists in many fieldssuch as photometry, spectroscopy, and data analysisto contribute their abilities to a 

common effort. This interdisciplinary approach is essential for addressing the complicated issues raised by 

variable stars. 

7.4 Data Repositories and Open Science: Collaborative initiatives include data sharing through centralized 

repositories. Open access to massive datasets collected by several observers enables more complete analysis and 

the possibility of new discoveries. Repositories like the AAVSO International Database (AID) and the Variable 

Star Index (VSX) are invaluable to the community, allowing researchers to build on each other's work and 

avoid duplicating efforts. 

Collaboration has enabled several key findings in variable star studies. For example, the discovery of new types 

of pulsing stars, such as the Delta Scuti and Gamma Doradus variables, was aided by global networks of 

observers who gave substantial data over lengthy periods. Similarly, coordinated multi-wavelength campaigns 

that coupled ground-based optical data with infrared and ultraviolet observations from space have substantially 

aided the study of Mira variables and Wolf-Rayet stars. 

 

VIII. Conclusion: 

 

Many suspected variable stars are yet to be classified and studied. Using small telescopes and various databases, 

one can analyze the nature of suspected variable stars using photometric techniques.  Further, these 

observational results need spectroscopic analysis of these stars.  
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Abstract : 

Variable star is quite simply, a star that changes brightness i.e. its apparent magnitude (as seen from Earth), 

changes systematically with time. These have attracted both amateur enthusiasts and professional scientists for 

centuries. While a few of these stars are bright enough to be seen with the naked eye, observing fainter ones 

requires telescopes. Also, capturing their light necessitates advanced detectors such as photometers (SSP-3A 

Gen II), an automated telescope etc.  

In an endeavour to further study the data received, a few variable stars based on perceived climatic conditions 

prevalent in Jalna, magnitude synthesis capabilities of the telescope (small automated 12" telescope) used, a 

photoelectric photometry of semi-regular Variable Stars namely ETA Gem was conducted during the period 

2015 - 2016 at J. E. S. Observatory, Jalna.  

The photometric observations were taken on SSP-3A Gen II Photometer and data reduction listed variations in 

B and V magnitudes of the stars significantly. The study of variations in brightness of stars thus measured shows 

variation in phases, amplitude and shape of light curves. Light curves showed more than one period of variation 

in brightness hence categorised as Semi-regular stars. 

Key words: Photometry, Semi-regular stars, Suspected variable stars, ETA GEM 

 

I. INTRODUCTION 

 

Eta Gemini (also known as Propus) is a semi regular variable star situated in the constellation of Gemini. The 

Eta Gemini displays fluctuations in brightness which is very intriguing for scientists and astronomers alike. The 

star is approximately 400 light years away from Earth and is visible to the naked eye under clear sky. It also 

holds a unique position within the stellar classification system due to its variable nature. Eta Gemini is 

particularly notable for its complex light variations. The study of Eta Gemini provided valuable insights into the 

late stages of stellar evolution, particularly for stars into late stages of evolution. The complex light variations 

depicted by Eta Gemini make it an excellent subject for studying the processes that govern variability. 
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Several papers have been published that focused on variety of aspects related to the photometry of Eta Gemini 

(Propus): Henrietta Swope (1931) focused on foundational works in the application of photoelectric methods to 

stellar photometry, Olin J.Eggen (1956) elaborated on photometric observations of several red giants while 

providing insight into variability of Eta Gemini and light curve analysis, Alan J. Penny (1982) with his crucial 

work in understanding the periodic and non-periodic changes in brightness that characterize these types of 

stars, Guillermo Torres and Kristy Sakano (2022) with their research spanning 11 years of spectroscopic 

monitoring data with historical photometry, revealing that Eta Gemini is part of a binary system with an 8.2-

year period. Many research papers available through AAVSO highlight the historical photometric and 

spectroscopic data of Eta Gemini. This star has been a significant subject due to its complex variability. 

 

II. Observations: 

 

The B and V photoelectric photometric observations of Eta Gemini  were taken during the year 2015-16 

using the 12" Meade LX 200 Schmidt- Cassegrain reflector telescope equipped with SSP-3A Gen 2 (OPTEC 

INC USA) photoelectric photometer. The model of the detector used in the SSP-3Aphotometer is S1087- 

01.  

Calibration Standard: Response ofB and V filter and detector closely matches that of Johnson standard B 

and V response of B and V filter. In order to obtain accurate differential photometry, 1Gemini (HD 41116) 

was chosen as the comparison  star for Eta Gemini. The V magnitude for 1 Gemini (HD 41116) is 4.16 as 

compared to 3.15 for Eta Gemini (HD 42955). 

The observations corrected for the atmospheric extinction and transformed into BV system. The 

differential magnitude in V band and (B-V) colors for Eta Gemini is obtained by photometer. These are 

plotted as follows: 

VariableStar:Eta Gemini (HD 42995)V=3.15B-V=1.56 

ComparisonStar:1 Gemini (HD41116)V=4.16 

 

JD Visual mag. V B-V 
Diff. mag. 

del V del (B-V) 

2457339,39881 3,17 1,46 -1,050 0,630 

2457342,38159 3,19 1,80 -1,885 0,965 

2457346,37836 3,18 1,42 -0,995 0,590 

2457353,38578 3,18 1,48 -1,040 0,650 

2457365,39602 3,12 1,34 -1,055 0,505 

2457366,39824 3,24 1,52 -0,940 0,690 

2457369,39146 3,21 1,60 -0,950 0,765 

2457370,43899 3,18 1,57 -0,995 0,740 

2457371,39366 3,25 1,52 -0,935 0,690 

2457387,40431 3,20 1,54 -0,975 0,710 

2457388,34385 3,20 1,51 -0,975 0,680 

2457389,40435 3,19 1,56 -0,990 0,730 

2457390,37962 3,23 1,52 -0,945 0,685 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 199-202 

 

 

 
201 

2457391,35160 3,19 1,51 -0,990 0,680 

2457392,40322 3,16 1,57 -1,015 0,740 

2457393,39716 3,18 1,54 -0,995 0,710 

2457394,39823 3,36 1,64 -0,815 0,815 

2457397,38269 3,16 1,56 -1,015 0,725 

2457398,38480 3,22 1,50 -0,965 0,670 

2457399,39076 3,20 1,58 -0,980 0,750 

2457400,40649 3,17 1,57 -1,010 0,735 

2457401,39218 3,33 1,45 -0,850 0,620 

2457416,36367 3,18 1,59 -0,995 0,755 

2457417,38275 3,20 1,58 -0,975 0,745 

2457418,35932 3,27 1,54 -0,915 0,705 

2457419,35895 3,25 1,77 -1,770 0,940 

2457420,37174 3,22 1,56 -0,960 0,735 

2457422,35436 3,36 1,49 -0,825 0,660 

2457424,35397 3,23 1,59 -0,960 0,760 

2457428,37016 3,30 1,53 -0,885 0,700 

2457429,41257 3,35 1,84 -0,780 1,010 

 

Table 1: Photometric Observation for Eta Gemini 2015-16(JD &different magnitudes) 

 

 

 
Figure1 -  Light Curve of  Eta Gemini (Julian Date v/s Visual V Magnitude) 
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Figure 2 – Light Curve of Eta Gemini  (Julian Date v/s delta) 

 

III. Discussion: 

 

ForEta Gemini (HD 42995) vis-a-vis 1 Gemini (HD 42995)nosignificantlightvariationwasdetectedwith respect 

to thedifferentialmagnitudes. This in turn is a remarkable measures of the quality of our 

observation.Theuncertaintiesindel Vanddel(B-V)are0.05and0.06magnitudes. 

OurobservationsofEta Geminiconclude that light variations are consistent with pulsating star. The variations 

in magnitude can be modeled for finding the star’s amplitude and period of variation. Analysis of the light 

curve displays a clear periodicity which is crucial for modeling and to understand the internal structure. 

Luminosity and temperature are key physical parameters that can be used for calibration along with 

photometric data. 
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Abstract : 

Remote sensing data for Earth observations based on a variety of satellite sensors has been developed 

rapidly.The aim of this paper is, to develop a conceptual understanding, approaches on Satellite-based Earth 

Observation with the focus on Synthetic Aperture Radar (SAR) technology. Synthetic Aperture Radar is a 

microwave remote sensing technology. SAR technology with all-weather, all-time capability provides detailed 

images of the Earth’s surface. SAR imagery has become essential for forecasting, mapping, issuing early warning 

and planning our mission and policies.  

This study reviews the operating framework, the innovative applications of SAR technology, that operate in 

different frequency ranges of the microwave portion of electromagnetic (EM) signals for Earth monitoring. 

Many Natural Surfaces, do not fall into the validity regions of the hypothetical models, at microwave 

frequencies. Also, even when they do so, the existing models fail to propose outcomes in good agreement with 

the experimental observations. Each of the methods and models has its own limitations of retrieval capacity in 

terms of their microwave bands used or in their target surface characteristics. The impact of SAR technology on 

various fields and many benefits for earth observations provides a promising future. 

Keywords- Synthetic Aperture Radar, Earth Observation 

 

I. INTRODUCTION 

 

Earth Observation refers to the use of remote sensing technologies to monitor land, marine (seas, rivers, lakes) 

and atmosphere. Satellite-based Earth Observation relies on the use of satellite-mounted payloads to gather 

imaging data about the Earth’s characteristics. The images are then processed and analysed in order to extract 

different types of information that can serve a very wide range of applications[1].Synthetic Aperture Radar 

(SAR) technology has revolutionised our ability to observe and monitor the Earth’s surface [2].Satellite Remote 

Sensing is the science of identifying earth's surface features and estimating their geo-biophysical properties 

using electromagnetic radiation as a medium of interaction from satellites [3]. For earth observation, Synthetic 

aperture radar (SAR) has been progressively used. Synthetic aperture radar (SAR) imaging, is a technique that 

allows us to remotely map the reflectivity of objects or environments with high spatial resolution, through the 

emission and reception of electromagnetic (EM) signals.SAR applications based on disciplines such as 
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geographical mapping, earthquake and flood monitoring, natural hazards and environment and resource 

surveying. 

 
Fig. 1.The electromagnetic spectrum with microwave bands inset. 

The different wavelengths of SAR are often referred to as bands, with letter designations such as X, C, L, and P. 

The Fig. above notes the SAR bands with associated frequency in the electromagnetic spectrum [4].SAR 

satellite systems operate in different frequency ranges, including X-band, C-band, and L-band, each with its 

own benefits and limitations. The choice of frequency depends on the specific application and the desired 

image resolution [5].The difference in the backscattering mechanisms triggered by different 

wavelengthsstrongly influences the suitability of the sensor with the application [6]. Synthetic Aperture Radar 

(SAR) is active microwave Sensor [7]. 

Analysing the information collected by the sensors that operate in the microwave portion of the 

electromagnetic spectrum is called as Microwave Remote Sensing.Microwave imaging radar has the ability to 

make measurements over virtually any region at any time, regardless of weather or sunlight conditions.Because 

of SAR’s advantages in operating in night-time and cloudy environments, SAR has become instrumental for 

rapid landscape change monitoring required for Earth observation. Different wavelengths are measured, 

making SAR effective for range finding using different frequency bands, helping to measure surface roughness 

and different scales of surface properties [8]. 

For environmental balance and studies,the focus of research on the recent techniques and approaches in 

microwave remote sensing is important. Because, the rapid growth of population, its impact on the 

environment and limited available resources on the earth, the need for monitoring the environmental processes 

and managing our resources is necessary. 
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II. LITERATURE SURVEY- 

 

The Sentinel Application Platform (SNAP) is ideal for Earth Observation processing and analysis due to 

technological modernisations.Although SAR imagery is not easily understood, it can contain important 

information which can be captured independently of meteorological conditions [9]. One of the limitations of 

working with SAR data has been the somewhat tedious preprocessing steps that lower-level SAR data requires. 

Depending on the type of analysis you want to do, the preprocessing steps can include: applying the orbit file, 

radiometric calibration, de-bursting, multilooking, speckle filtering, and terrain correction [10].The Copernicus 

Programme has become the world’s largest space data provider, providing complete, free and open access to 

satellite data, mainly acquired by Sentinel satellites and offering services based on Earth observation. [11]. 

Space agencies and governmental organizations such as ESA, CSA, NASA, and USCS have long been providing 

and are the main source of satellite imagery[12]. SAR signals over a flat-water body produce specular reflection, 

which is directly related to the lowest backscattering range of the respective image.Only the SAR images that 

have been captured during the calm wind flow period exhibits specular signatures.Urban regions of the SAR 

image are known for very high backscattering values due to the corner reflection of input SAR signals from the 

concrete urban buildings as well as surrounding urban infrastructure [13]. 

Few of the SAR images applications are Monitoring of Kharif Crops, early detection of drought, flood mapping 

as part of disaster mining and relief operation, large area soil moisture mapping as input to Hydrological 

applications (drought and flood), in forestry for Biomass estimation (also forest density and type), in terrain 

analysis for accurate DEM generation, Land movement (for earthquake studies and land subsidence), in 

oceanography for Sea State, Waves, Oil Spills, Coastal Bathymetry. Further SAR images can used to carry out 

preliminary studies on snow / ice mapping, mapping of Surface and sub-surface structures, aquifers, mineralogy 

(related to geology domain) [14]. 

Land Use and Land Cover is a problem receiving a lot of attention given the need of developing land use 

policies, as well as mapping. It consists in establishing the land cover in the areas of interest, such as vegetation, 

water, or urban area and in detecting changes in land cover or usage over time [ 15].  

 

III. Conclusion-  

 

Satellites can prove to be one of the most important ones that help in mapping, predicting and planning our 

mission and policies.The reviewed literature highlighted the possible use and contribution of satellite remote 

sensing technology, precisely SAR, significant observations, the usefulness of microwave remote sensing and 

SAR data in all the considered topics. Observations of the earth Using SAR have a wide range of Practical 

applications to support the researchers, decisions makers. 
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Abstract : 

Metal nanoparticles are Nano level entities made of pure metals. The term metal nanoparticle is used to 

describe Nano sized metals with dimensions in the range of 1‐100 nm (Nano regime). MNPs are flexible 

because of the ability to control their composition, shape, size, structure, encapsulation, assembly, and optical 

properties during synthesis.  The large surface energies and surface to volume ratio provide specific electronic 

structure for the materials. The role of nanotechnology in the development of specific drug delivery systems is 

very important. This paper aims to introduce the characteristics of noble metal-based nanoparticles with 

particular emphasis on their applications in medicine and related sciences. 

Keywords: Gold Nanoparticles, Drug delivery, antibacterial agents, Diagnostic,radio sensitizers.Bio 

imaging,Proteins and Gene Delivery, 

 

I. INTRODUCTION 

 

Nanoparticles have unique, size-dependent properties, which mean they are widely used in various branches of 

industry. The ability to control the properties of nanoparticles makes these materials very interesting for 

medicine and pharmacology. The application of nanoparticles in medicine is associated with the design of 

specific nanostructures, which can be used as novel diagnostic and therapeutic modalities. There are a lot of 

applications of nanoparticles, e.g., as drug delivery systems, radio sensitizers in radiation or proton therapy, in 

bio imaging, or as bactericides/fungicides. The existence of MNPs in solution was first recognized by Faraday in 

1857. The Faraday’s divided metal represents ruby colored colloidal gold consists of gold nanoparticles.The 

Large surface area to volume ratio and quantum confinement effect in Nanomaterial’sas compared to the bulk 

counterpart, these two important features enable unique properties of nanomaterial compared to the bulk 

counterpart. The metal nanoparticles are Nano assembly created from metals. MNPs are generated from 

different metals like Au, Ag, Pt, Ti, Zn, Ce, Fe etc. are investigated. Nanoparticles are defined commonly as 

solid, colloidal particles with sizes ranging from 10 to 1000 nm. However, European and other international 

committees narrow the above definition to structures having any one of their three dimensions in the order of 

100 nm or less. They are offering advantages not possessed by larger particles, for example increased surface to 

volume ratio or improved magnetic properties. The Nanotechnology concerns the design, creation and use of 
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materials whose basic unit of measure is a nanometer. This term includes biomedical, pharmaceutical sciences, 

physics, advanced materials, and chemistry. The possibility of obtaining sub 100 nm materials yields their 

numerous applications in the field of biomedicine, such as imaging agents, drug delivery carriers 

(chemotherapeutics, genes, proteins etc.) or radio sensitizers in radiation, proton, or photodynamic therapy. 

The advantages of noble metal-based nanoparticles, which are important for medical applications, include high 

biocompatibility, stability and the possibility of large-scale production avoiding organic solvents and thus 

giving a positive effect on biological systems. These nanoparticles can allow for the controlled release of 

different drugs. It is possible to freeze dry nanoparticles to form a powder formulation. For comparison, 

magnetic nanoparticles, such as iron or cobalt nanoparticles often require coverage to improve their 

biocompatibility and prevent against agglomeration, oxidation, or corrosion.Noble metal-based nanoparticles 

can be prepared using several methods. One of the most popular methods is chemical reduction of the noble 

metal precursor (e.g., chloroauric acid, silver nitrate, or chloroplatinic acid to obtain gold, silver, or platinum 

nanoparticles, respectively) using a proper reducing agent, which can also act as a stabilizer (e.g., sodium citrate 

in the case of Nano gold synthesis) preventing the agglomeration of the nanoparticle. In addition, by changing 

reaction parameters, such as temperature, amount of precursor and reducing agent, reaction time, etc., it is 

possible to synthesize nanoparticles with various shapes and sizes.Recently, green chemistry methods have 

become more and more popular, allowing for limiting the usage of environmentally harmful substances. For 

this purpose, reducing agents from green sources are used, e.g., lactic acid, citrus fruits, coffee seeds, etc. More 

sophisticated approaches to obtaining these nanoparticles involve sonochemical, microwave assisted and 

electrochemical methods. 

 

II. Gold Nanoparticles 

 

The Colloidal Au NPs have been utilized for centuries by artists due to the vibrant coolers produced by their 

interaction with visible light. For e.g. A colorant in glasses known as Purple of Cassius, is a colloid resulting 

from hetero coagulation of Au NPs and SnO2. The Purple of Cassius can be used in the Meissen porcelain 

factory.Due to the unique optoelectronic properties of Au-NPs can be utilized in high technology applications 

such as Organic photovoltaics, Sensory probes, Therapeutic agents, Drug delivery, Electronic conductors and 

Catalysis.Generally, Au NPs are produced by reduction of the chloroauric acid (HAuCl4). After dissolving 

HAuCl4 the solution is rapidly treated with a reducing agent. This causes Au3+ to be reduced to Au+. Then a 

disproportionation reaction occurs whereby 3 Au+ ions give rise to Au3+ and 2 Au0 atoms. Disproportionation 

is a rection in which same element undergo oxidation and reduction. This is a disproportionation  

3Au+         →    Au3+     +     Au0 

The Au0 atoms act as center of nucleation around which further Au+ ions get reduced. To prevent the particles 

from aggregating, some capping agent is used Another method is used to produce modestly spherical gold 

nanoparticles of around 10–20 nm. It involves the reaction of small amounts of hot HAuCl4 with small amounts 

of trisodium citrate solution.The colloidal gold will form because the citrate ions act as both a reducing agent 

and a capping agent. In modified synthetic procedures different reducing agents (NaBH4, Ascorbic acid etc.) as 

well as different capping agents (tetraoctylammonium chloride, polymers etc.) are uses. In a very popular 

method, HAuCl4 is converted into Au NPs by using ascorbic acid (Vitamin C) as reducing agent and citrate as 

capping agent. 
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Sodium Citrate 

                  HAuCl4  Citrate Capped Au MNPS 

Ascorbic acid 

 

 HAuCl4 Sodium citrate Ascorbic acid Citrate capped Au NPs 

Interaction of Au NPs with light is strongly dictated by their environment, size and physical dimensions. 

Oscillating electric fields of a light ray propagating near a nanoparticle interact with the free electrons causing a 

concerted oscillation of electron charge that is in resonance with the frequency of visible light. These 

oscillations are known as surface plasmons resonance.  

Applications of Au NPs The promising characteristic features of metal nanoparticles enable diverse applications. 

These applications include medical, biomedical, environmental, agricultural, catalysis, textiles, electronics, 

transportation, and many others. The characteristic features such as anti-angiogenic activity and localized 

surface plasmon resonance enable several therapeutic applications of noble metal nanoparticles (Ag, Au and Pt). 

Treatment for different types of cancer is a promising application of noble MNPs. Some applications are 

enlisted in table. 

 

Types of  MNPS Properties Application 

Au    MNPS Anti-angiogenic Prevention of multiple myeloma 

Au    MNPS LSPR As PDT agents for Cancer treatment 

Au    MNPS LSPR/hyperthermia For skin Cancer treatment 

Ag    MNPS Anti-angiogenic Cancer treatment 

 

Therapeutic agents can be coated on to the surface of Au MNPs. The large surface area-to-volume ratio of Au 

MNPs enables their surface to be coated with other molecules for delivery. Generally, the aim of developing 

new delivery systems is to ensure the delivery of drugs to their desired sites in sufficient concentrations, while 

maintaining the efficacy of the delivered drug. This approach is highly useful in the treatment of diseases like 

cancer. By using different methods, drug loaded nanoparticles can be targeted toward the cancerous cells. These 

methods mainly include active targeting using conjugated ligand nanoparticles. For example, nanoparticle 

loaded with drugs can be conjugated with folic acid (FA) to target cancer cells which contain folate receptors 

 
 

MNP surfaces can be functionalized with biocompatible polymeric materials (e.g., polyethylene glycol) to 

enable specific targeting of cells. Polymer functionalized MNPs are biocompatible and have a high 

encapsulation capacity enabling the delivery of drugs. Encapsulation of drug molecules is achieved through 
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electrostatic interactions or drug conjugation by means of the coating surface of NPs with polyelectrolytes or 

other polymers. MNPs are biocompatible and they can be straightforwardly eliminated from the body. This 

emphasizes their efficiency to serve as carriers of different therapeutic drugs through encapsulation or 

conjugation of these therapeutic moieties on the surface of the metal NP. From numerous viewpoints, the brain 

is a challenging organ for drug delivery, mainly due to the presence of the blood-brain barrier (BBB). BBB halts 

the drug molecules from crossing it. It is a major hurdle for the treatment of neurodegenerative conditions such 

as Alzheimer’s and Parkinson’s diseases. MNPs, on account of their small size, have the potential to cross 

various biological barriers in the body, particularly the BBB, which could lead to promising treatment outcomes 

for neurodegenerative disorders. Au NPs have been used as a potential delivery vehicle for anticancer drugs 

such as paclitaxel and Pt-based drugs. 

 

III. Proteins and Gene Delivery 

Proteins are macromolecules (also called biopharmaceuticals) that exert multiple biological actions in the 

human body. They have been known to be promising as treatment strategies for diverse diseases and disorders. 

MNPs are investigated for their adaptability in protein delivery. Au NPs, due to their desirable properties, are 

particularly used as “transport vehicles” for various therapeutic agents and biomolecules including peptides. 

Gene therapies present an excellent stratagem for the treatment or prevention of genetic as well as acquired 

diseases. Au NPs, in their diverse morphologies are potential candidates for DNA and RNA delivery as they 

protect nucleic acid and avert the molecules from nuclease degradation. In addition, Au NPs enhance targeting 

and help nucleic acid transfecting of cells. Conjugates of oligonucleotide-modified Au NPs have the potential to 

be used for intracellular gene regulatory agents. Gene therapy is a method of delivering exogenous DNA or 

RNA to treat or prevent diseases. Popular viral vectors frequently activate host immune systems reducing the 

efficiency of gene therapy. The above troubles can be solved by using non-viral systems such as metallic 

nanoparticles.Recent studies showed that Au NPs with different shapes (e.g., nanospheres or nanorods) protect 

nucleic acid by preventing DNA or RNA from degradation by nuclease. Au NPs conjugated to oligonucleotides 

show unique properties that can make them potential gene regulatory agents. These carriers can be divided into 

covalent (Au NPs may be functionalized with thiolated oligonucleotides) and noncovalent. For example, 

covalent Au NPs are able to activate immune-related genes in peripheral blood mononuclear cells, but not an 

immortalized, lineage-restricted cell line. This finding is promising in the application of such conjugates in the 

development of gene delivery systems. Son and co-authors have attached three fragments of nucleic acids to the 

surface of Au NPs. In this way, a nanomachine that silenced the polo-like kinase 1 via siRNA was obtained. In 

turn, Peng and co-authors have synthesized lactoferrin-derived peptides coated Au NPs. The obtained 

conjugates can efficiently deliver genes encoding vascular endothelial growth factor (VEGF) inducing blood 

vessel formation.There is a growing list of evidence documenting the application of nanoparticles as protein 

carriers. Organothiol, a molecular probe, could be used to study the structure and the morphology of proteins 

attached to Au NPs. Joshi et al. have obtained insulin-functionalized Au NPs, which have been found useful in 

transmucosal delivery of drugs for the treatment of diabetes in rat models. Enhancement of insulin delivery 

efficiency can be achieved by covering Au NPs with a non-toxic biopolymer, such as chitosan, which strongly 

adsorbs insulin on their surface. Schäffler and co-authors have dealt with conjugation of Au NPs, either with 

human serum albumin or apolipoprotein E. The results of these experiments showed that the attachment of 

proteins reduces liver retention compared to traditional citrate-stabilized Au NPs. Rathinaraj et al. obtained 

herceptin (anti-HER-2/neu monoclonal antibody) immobilized on 29 nm Au NPs improving the interaction of 
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this drug with the suitable receptors on the surface of the breast cancer cells (SK-BR3). Ag NPs have also been 

used as protein carriers. For example, Farkhani et al. have combined Ag NPs with cell penetrating peptides 

(CPP). CPP increase the penetration Ag NPs across the cell membrane causing a reduction of survival breast 

cancer cells (MCF-7 cell line). Di Pietro and co-authors have functionalized Ag NPs with a specific peptide 

sequence consisting of arginine, glycine, and aspartic acid (RGD), allowing for the effective entry of Ag NPs 

into leukemia and neuroblastoma cells.Numerous applications of noble metal-based nanoparticles as 

biologically active compounds carriers, give hope for more effective treatment of cancer and other civilization 

diseases. However, the main difficulty in using these nanoparticles in vivo, are problems with their degradation 

and elimination from the body. Therefore, the improvement of the pharmacokinetics of such nanoparticles 

should be the main goal of scientists considering this issue. 

 

IV. Future Directions 

In connection with the above, it is important to implement nanoparticle-based therapies for clinical trials 

because they can be a perfect tool for diagnostics and the treatment of numerous diseases, with special emphasis 

on cancer. However, it is necessary to overcome certain barriers resulting from the nature of some 

nanoparticles, such as problems with biodegradability or porosity. Moreover, there is relatively little 

information about the toxicity and interaction of these nanoparticles with living normal cells. It is particularly 

important to improve the pharmacokinetic parameters of the synthesized nanoparticles so they could reach the 

target site undamaged with high selectivity. This can already be obtained by functionalizing the nanoparticles 

with the appropriate ligands. Furthermore, a comprehensive approach to sensitizing cancer cells using several 

types of noble metal-based nanoparticles could yield improved treatment results. There is no doubt that the 

development of nanotechnology has opened new doors for more effective treatment and diagnosis of various 

diseases. However, some problems, e.g., the degradation and elimination of metal nanoparticles from the body, 

remain to be solved. 

 

V. Conclusion 

The application of nanotechnology has a significant impact on medicine and medical sciences. The wide range 

of applications of noble metal-based nanoparticles, especially Au NPs and Ag NPs, shows that it is worth 

continuing the work in this area. Huge possibilities of these structures concern their potential use as drug 

delivery systems, factors improving the quality of radiation-based anticancer therapy, and supporting molecular 

imaging, as well as compounds with bactericidal, fungicidal, and anti-viral properties. Au NPs are used in a 

variety of sensors. For example, a colorimetric sensor based on Au NPs can identify if foods are suitable for 

consumption. The Au NPs are used in the imaging of cancer cells and they are used as catalysts in a number of 

chemical reactions. 
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Abstract : 

Metal and metal oxide particles are very importance because of their prominence in vast fields of applications in 

Science and Technology. In this present paper work Structural and magnetic studies on CuO nanoparticles 

prepared by sol-gel route are reported. The fabricated nanoparticles are characterized by using X-ray powder 

diffractometry (XRD) to find the crystallinity, vibrating sample magnetometer (VSM), UV- visible spectra and 

Scanning Electron Microscope (SEM). The XRD analysis reveals that the crystallite size is of the order of 28.1 

nm for the copper oxide nanoparticle annealed at 1100 ˚C. The role of oxygen vacancies is to generate free 

carriers mediating ferromagnetism between Cu spins. This sol-gel method is more economical, convenient, easy 

and effective in comparison to other known methods of synthesis of nano-materials.   

Keywords: Copper Oxide Nanoparticles; Chemical Precipitation; Nanotechnology; Sol-Gel; XRD;SEM. 

 

I. INTRODUCTION 

 

Now a days metal oxide nanomaterials have attracted researchers due to their unique physical and chemical 

properties that makes them technologically very important in numerous fields [1, 2]. Copper oxide 

nanoparticles has a wide range of applications such as gas sensors, magnetic storage media, batteries, solar 

energy transformation, semiconductors, heterogeneous catalysis and field emission. Copper oxide nanoparticles 

have a great efficiency as Nanofluids in heat transfer applications. Some Scientist has been reported that by just 

4% addition of CuO increases the thermal conductivity of water by 20% [3]. Copper Oxide has a 

semiconducting compound with a narrow band gap. Copper oxide nanoparticles has a wide range of 

applications such as gas sensors, magnetic storage edia, batteries, solar energy transformation, semiconductors, 

heterogeneous catalysis and field emission …etc [4,5].  

The numerous methods are used to fabricate copper oxide nanoparticles, including solid state reaction, sol-gel, 

sonochemical preparation, microwave irradiation, alkoxidebased synthesis and thermal decomposition [6,7]. In 

the present study, for the synthesis of nano particles of copper oxide   sol-gel method was used as it was more 

economical, faster and easier. 
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II. METHODS AND MATERIAL 

 

2.1 MATERIALS. 

Analytical Reagent (AR) grade chemicals such as Copper chloride (II) CuCl2, Sodium hydroxide NaOH, 

Acetone and Ethanol C2H5OH were used as a initial material for the synthesis of CuO. 

2.2   SYNTHESIS OF CuO 

For synthesis of CuO-NPs, at first 6.0 g of copper (II) chloride dehydrate was dissolved in 320 ml of Ethanol and 

3.6 g of sodium hydroxide pellet were dissolved in 100 ml ethanol separately. Drop wise addition of sodium 

hydroxide solution to copper (II) chloride dehydrate solution was carried out with constant stirring at room 

temperature. The color of the solution was turned from green to bluish green and finally to black as the 

reaction proceeded. The black precipitate was copper hydroxide. The precipitate was filtered by a centrifuge 

(Eppendorf Refrigerated Centrifuge Model 5702R, Germany). Then washed with ethanol and deionized water 

to remove the sodium chloride salt solution. After that, the precipitate was dried at about 50˚C in the dryer. 

The dried sample was annealed at temperature 1100˚C to obtain crystalline CuO-NPs. Then the annealed 

sample was grinded to get the powdered nanoparticles. The powder sample was used to characterize CuO-NPs. 

Schematically the chemical reaction can be represented as: 

CuCl2 + 2NaOH → CuO + 2NaCl +H2O 

Prepared nano-particles were annealed at 1100 ˚C and then characterized by using X-ray diffractometer, UV-

VIS spectrophotometer and Vibrating sample magnetometer.  

 

2.3 CHARACTERIZATION TECHNIQUES 

The prepared sample of copper oxide nano particle was characterized by XRD i.e. X-ray diffraction technique 

The crystalline structure, phase composition and crystallite size of CuO were revealed  from XRD patterns 

obtained using Cu Kα radiation (λ = 1.541 Å) for 2θ value ranging from 10o to 60o in X-ray diffractometer 

(Bruker AXS D8 Advance). The morphology of the particles is observed by a scanning electron microscope 

(SEMEDS) using SEM make JEOL Model JSM - 6390LV and EDS make JEOL Model JED – 2300 with an 

accelerating voltage of 20 kV. 

 

III. RESULTS AND DISCUSSION 

 

3.1 X-RAY DIFFRACTION ANALYSIS 

The crystal structure and phase purity of the nanoparticles were characterized by XRDFigure 1. Shows the XRD 

pattern of CuO nanoparticles. The XRD diffractogram of CuO nanopowder shows diffractions peaks at 31.7o, 

34.7o, 38.0o, 47.9o, 52.7o, 57.5o, correspond to (110), (002), (111), (202), (020) and (113) reflections of CuO [8]. 

All the peaks can be indexed to the monoclinic crystal system CuO. The XRD patterns confirmed the synthesis 

of pure crystalline copper oxide nanoparticles. Average crystallite size has been estimated from the XRD 

pattern using the Scherrer’s equation    [9-10]. 

D = 0.9 λ / β Cos θ                        (1) 

Where λ is the X-ray wavelength used in XRD (0.15405 nm); θ is the Bragg angle; β is the FWHM, that is, 

broadening due to the crystallite dimensions. The average crystallite size of CuO nanoparticles is found to be 

around 28.1 nm. 
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Figure 2:XRD Spectra of CuO Nanoparticles 

 

3.2 SCANNING ELECTRON MICROSCOPY (FE-SEM) 

The morphology of copper oxide nanoparticles was examined by SEM. Figure:2. Shows the SEM micrograph of 

the CuO nanoparticles at 15,000X magnification. It was apparent from SEM image that copper oxide 

nanoparticles were needle shape. The SEM micrographs revealed little aggregates of chemically synthesized 

nanoparticles[11]. 

 
Figure 2:  SEM Micrograph of CuONanoparticles 

 

3.3 OPTICAL PROPERTIES 

Transmission spectrum shown in Figure: 3 is used to study the band gap energy of copper oxide nanoparticles. 

The band gap of the copper oxide nanoparticles annealed at 1100 ˚C calculated to be 3.4ev. Light absorption 

takes place at 355 nm for nanoparticles annealed at 1100 ˚C. 

 
Figure: 3. Transmission spectrum of CuO nanoparticles 
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IV. CONCLUSION 

 

In this study nontoxic, versatile and environmental friendly approach for the fabrication of copper oxide 

nanoparticles is used. CuO nanoparticles were successfully synthesized by sol-gel auto combustion method. 

XRD pattern revealed that copper oxide nano particles have monoclinic structure as well as pure phase 

formation of copper oxide with no impurities. The average crystallite size of the prepared sample was found to 

be 28.1 nm. SEM micrograph shows that shape of CuO nanoparticles was needle shape. This fabrication, low 

cost approach and reproducible should promise us a future large scale synthesis of nanostructures for versatile 

applications in nanotechnology. 
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Abstract : 

Microstrip Patch Antennas (MPA) have emerged as a remarkable discovery in the period of miniaturization, 

despite the fact that advancements in antenna engineering have resulted in the fast growth of communication 

networks. This work encompasses the design, modelling, and analysis of circular microstrip patch antennas. 

The resonant frequency of the recommended patch antennas is 9 GHz, which is within the X band range. Ansys 

HFSS software was used to create them using Rogers RT/duroid 5880 material, which has a dielectric constant 

of 2.2. Five performance measures were utilized to examine the recommended MPAs: return loss, bandwidth, 

VSWR, gain, and HPBW. The required information refers to the measurements of return loss, voltage standing 

wave ratio (VSWR), and half power beamwidth (HPBW). The recommended antennas are ideal for use in radar, 

wireless, and satellite applications. 

Keyword: Circular, microstrip patch antenna, strip line feeding, 5G, HFSS. 

 

I. INTRODUCTION 

 

The research paper explores the design, simulation, and analysis of a circular microstrip patch antenna for 5G 

applications, focusing on its compact, high-efficiency operation, performance evaluation, and potential 

improvements, with a comparative study using advanced simulation tools HFSS. 

 An MPA has a base of ground plane over which a substrate with some relative permittivity of Ɛr is 

present, which comprises of a patch that might be of any form and size. These antennas are constructed using 

microstrip methods on a printed circuit board (PCB) and are mainly operated at microwave frequencies[11]-

[12]. They not only have a benefit of being compact in size, but also their simplicity of manufacturing, low cost, 

lightweight, and conformance have extended their use considerably. Microstrip patch antennas have 

increasingly revealed themselves in numerous RF sectors. [1].  

 The kind of MPA is decided by the patch which might be of any form, most likely to be of square, 

dipole, elliptical,  rectangular, triangular and circular. But the most recognized microstrip patch antennas are 

circular and rectangular [2]. Feeding is used to excite the antenna. Amongst the numerous feeding approaches, 

microstrip line, coaxial probe feed, proximity coupling, and aperture coupling are in demand [3]. The 

technology which we have utilized is microstrip line feeding.  
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The latest developments reveal that the wireless communication has evolved at a quick rate. 5G wireless 

standard has developed to be the most current technology now-a-days. The stupendous increase in mobile data, 

technologies are advancing from 4G i.e., fourth generation to 5G, fifth generation. Various different fields has 

already implemented the 5G technology such as Internet of Things (IoT), advance MIMO structure, advance 

tiny cell technology etc. [4]. It has been observed that millions of devices can be linked and operated utilizing 

5G technology. Some of the future technologies that will become a reality thanks to 5G are: Smart grids, Smart 

Cities, Smart transportation, Telemedicine, Machine to machine communication etc. In advanced small cell 

technology 5G technology can be introduced with current 4G macro cells [5]-[7]. MONISHA D, et al, presents 

the design and simulation of a G-shaped microstrip antenna operating at 3.7 GHz for 5G applications, 

showcasing promising characteristics suitable for 5G communication systems [13]. Yohanes Galih Adhiyoga, et 

al, The circular microstrip patch antenna in 5G systems offers multiband coverage for 2.3 GHz, 3.5 GHz, and 26 

GHz. Limitations may include size constraints and potential manufacturing complexities [14]. Ajit Singh, et al, 

The circular patch MIMO antenna is suitable for 5G millimeter-wave applications due to its compact size and 

high radiation efficiency (>93%). Limitations include a small impedance bandwidth and channel capacity loss 

[15]. Syahrial Syahrial, et al, Circular microstrip patch antennas in 5G offer high data rates and capacity. 

Limitations include narrow bandwidth. The novel design with DGS enhances gain and bandwidth, overcoming 

some limitations [16]. A. B. Sahoo et al, The arc-shaped slot Circular Patch Antenna is suitable for 5G 

applications due to its resonant frequencies and good performance. Limitations may include size constraints and 

potential manufacturing complexities [17]. 

This paper uses a systematic approach to design, simulate, optimize, and validate the antenna for 5G 

applications. The methodology includes a literature review, antenna design, simulation and optimization, data 

analysis and interpretation. The research aims to gather comprehensive information on existing microstrip 

patch antenna designs, analyze current trends, and identify gaps in existing research. The antenna design is 

based on 5G frequency bands and materials, and the antenna is optimized using advanced electromagnetic 

simulation software. The methodology aims to provide a comprehensive and systematic study of circular 

microstrip patch antennas for 5G applications. 

 
Fig.1. Circular Microstrip Patch Antenna with Microstrip line feeding technique. 
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II. ANTENNA STRUCTURE & DIMENSIONS 

 

 The proposed structure works on 9 GHz frequency for future 5G communication. The radius (a) of 

circular microstrip patch antenna can be calculated form the given formula[9], 

 

 a = F/{1+2h/πƐrF [In(πF/2h)+1.7726]}^(1⁄2)        (1) 

Where, 

  F = (8.791 X 10^9)/(f_r √(Ɛ_r )) 

Here, 

 a = Radius of Circular patch  

 h = Hight of Substrate 

 Ɛr = Dielectric Constant  

 fr =  Resonating Frequency  

 

The circular shaped microstrip fed patch antennas were built using High-Frequency Structure Simulator (HFSS) 

software. The suggested antennas are developed on a substrate with thickness h and relative permittivity Ɛr. 

The optimized parameters of the suggested antennas are shown in Table. 

 

Table.1. MPA Designing Parameters 

Parameters Circular    MPA 

Resonating Frequency, fr 9 GHz 

Patch Size Radius, a = 6.25 mm 

Substrate Height, h 1.6 mm 

Dielectric Constant, Ɛr 2.2 

 

III. SIMULATED RESULTS 

3.1 Return Loss (S11) 

 Using wave port setup, S11 characteristics are retrieved as antenna return loss. Value of -10dB is 

regarded as the basis value which is deemed excellent in case of mobile communication. The antenna operates 

at planned band for 5G wireless technology. The patch antenna resonates at 9 GHz with a return loss of   -21.69 

dB Figure 2 shows return loss plot of the antenna. 

 
Fig. 2. Return Loss response of Circular MPA 
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3.2 Bandwidth 

 Fig.3 provides the bandwidth of circular microstrip patch antenna (on considering -10dB values of 

frequency). Using basic calculation the bandwidth was computed for the suggested antennas is 474.3 MHz. 

 
Fig. 3. Bandwidth calculation for Circular MPA. 

3.3 VSWR 

The Voltage Standing Wave Ratio (VSWR) plot of the antenna is depicted in figure 3. The allowable amount of 

VSWR for most of the wireless applications should not be more than 2.5 dB and it should be 1 dB preferably. As 

demonstrated in figure 3, the VSWR value attained at resonance frequency of 9 GHz is 1.43 dB which is 

adequate for its use in wireless applications. 

 
Fig. 4. Plot of VSWR of Circular MPA. 

 

3.4 Gain 

The gain plot indicates the antenna efficiency. The proposed patch antenna attained modest gain of 7.36 dB 

which is deemed excellent in terms of a small antenna design. Figure 4 illustrates the gain plot for suggested 

patch antenna. 

 
Fig. 4: Gain of Circular MPA 
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3.5. Radiation Pattern 

 The 2D radiation pattern of the patch antenna is depicted in figure 5.The half power beamwidth 

(HPBW) i.e., the angular beamwidth at 3dB of the circular microstrip patch antenna is smaller (77.48 degrees) 

for the proposed antenna which is desirable for mobile communication. 

 
Fig. 12: Pattern of Radiation of Circular MPA 

 

IV.  DISCUSSION 

 

 The suggested circular MPA not only have a benefit of being compact in size but also have good and 

enhanced values of return loss, VSWR and HPBW when compared with prior study for X-Band [10]. As both 

bandwidth and resonating frequency are inversely proportional to the value of dielectric constant, we have 

utilized a very low value of dielectric constant (Ɛr = 2.2) for substrate, so as to make it operate for a frequency of 

9 GHz. Also for higher gain, return loss and bandwidth, a modest thickness substrate is used (h = 1.6mm), 

which also makes the suggested antenna compact in size. Hence, within the conceivable restrictions, we have 

created the best antennas matching all the earlier standards. The suggested antennas can be utilized for 5G 

wireless communication. 5G wireless standard has grown as a new and innovative standard for high speed 

transmission lines. In the near future different innovations will be witnessed for 5G standard. 

 

V.  CONCLUSION  

 

In this research paper presents a study on the design, simulation, and analysis of a circular microstrip patch 

antenna optimized for 5G applications. The antenna resonates at 9 GHz with a return loss of -21.69 dB and can 

be utilized in future 5G wireless devices. The suggested patch antenna shows good radiation pattern and 

excellent gain of 7.3dB. The structure of the antenna has very low profile i.e. a=6.25 mm and can be easily 

integrated in devices where space is a major issue. 

The design focuses on compact size, high efficiency, and wide bandwidth, with parameters carefully chosen for 

optimal performance in the targeted 5G frequency bands. The antenna was modeled and simulated using 

advanced electromagnetic simulation tools, leading to significant enhancements in performance metrics. The 

simulated results showed excellent performance across the desired 5G frequency bands, including bandwidth, 

gain, and radiation efficiency. The findings suggest that the antenna is well-suited for 5G devices and systems, 

including mobile devices, base stations, and IoT devices. Future research could explore further optimization, 

advanced materials, and real-world performance testing. 
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Abstract : 

The article provides an overview of the creation, characteristics, and uses of zinc oxide nano-structures doped 

with rare earth elements. Zinc Oxide is a versatile substance that can be used in various fields like 

optoelectronics, photocatalysis, biosensors, and biomedicine. By adding new energy levels, flaws, and 

impurities, doping ZnO with rare earth elements can improve its optical, electrical, magnetic, and catalytic 

capabilities. Rare earth-doped ZnO nano-structures are produced using a variety of synthesis techniques, 

including sol-gel, hydrothermal, and co-precipitation. The effects of various rare earth dopants, especially  Ce, 

Er, Eu,La and Yb, on the optical and structural properties of ZnO nano-structures is covered in this article. The 

prospective uses of rare earth-doped nano-structures made of ZnO in a variety of industrial sectors, including 

photovoltaics, photocatalysis, biological sensing, and biomedicine, are also discussed in the research. The 

opportunities and difficulties  in the future of the rare earth-doped ZnO nano-structures are addressed in the 

conclusion of the article. 

Keywords: Rare Earth-doped Zinc Oxide, Sol-gel Process, Optical Properties, Magnetic Properties 

 

I. INTRODUCTION 

 

Zinc oxide (ZnO) is a versatile material that has attracted considerable attention in various fields of industry 

due to its unique properties, such as high refractive index, wide band gap, high electron mobility, and good 

biocompatibility. ZnO nanostructures, such as nanoparticles, nanowires, nanorods, and nanoflowers, have been 

widely studied for their applications in photocatalysis, optoelectronics, biosensors, and biomedicine. However, 

pure ZnO nanostructures suffer from some limitations, such as low visible light absorption, high recombination 

rate of photoinduced carriers, and poor stability. To overcome these drawbacks, doping of ZnO nanostructures 

with rare earth (RE) elements has been proposed as an effective strategy to modify the structural, optical, 

magnetic, and electrical properties of ZnO and enhance its performance in various applications. RE elements 

are known to have unique luminescence characteristics and can introduce new energy levels in the band gap of 

ZnO, thus affecting the charge transfer and separation processes. In this paper, we review the recent progress in 

the synthesis, characterization, and applications of RE-doped ZnO nanostructures, with a focus on the effects of 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 223-235 

 

 

 
224 

RE doping on the properties and performance of ZnO. We also discuss the challenges and future perspectives of 

RE-doped ZnO nanostructures for various fields of industry. 

In Jia, Tiekun, et al. Journal of Alloys and Compounds 484.1-2 (2009) The paper discusses the fabrication, 

characterization, and photocatalytic activity of La-doped ZnO nanowires, synthesized using a solvothermal 

synthesis route with ethanol as the solvent. XRD patterns of the doped ZnO samples show that each nanowire 

is composed of Zn, O, and La elements, with a lanthanum doping concentration of approximately 2.09. The 

optimal doping concentration of lanthanum is determined to be 2, based on the improvement of photocatalytic 

activity compared to pure ZnO and other doping concentrations. The photocatalytic activity of the La-doped 

ZnO samples is evaluated using Rhodamine B (RhB) as a model contaminant, and the degradation of RhB is 

achieved under UV irradiation in the presence of the catalyst. XPS analysis confirms the presence of oxygen in 

different chemical states, as well as the coordination of oxygen in Zn-O-Zn and La-O-Zn, indicating successful 

doping of La into the ZnO lattice . 

John, Rita, and Rajaram Rajakumari  et al. (2012) The authors used the solid-state reaction method to synthesize 

ZnO doped with different concentrations of erbium. The characterization techniques used include X-ray 

diffraction (XRD), scanning electron microscopy (SEM), UV-absorption spectroscopy, photoluminescence (PL) 

study, and vibrating sample magnetometer. The XRD studies showed that the doped erbium ions occupy the 

regular Zn2+ sites in the crystal structure of ZnO. However, at higher erbium concentrations, the presence of a 

secondary phase was observed. SEM images revealed the polycrystalline nature of the synthesized samples. UV-

visible absorption spectroscopy showed a strong absorption peak at 388 nm, indicating the band-to-band 

transition of ZnO. The PL study exhibited emission in the visible region, attributed to excitonic and defect-

related transitions. The magnetization-field curve showed ferromagnetic properties of the erbium-doped ZnO 

nanocrystals at room temperature. 

Talam, S., Karumuri, S. R., & Gunnam, N. et al. (2012) this research focused on making and studying really tiny 

particles of a material called zinc oxide (ZnO) using a method called precipitation from zinc nitrate. They did a 

bunch of tests to understand these tiny particles better. 

First, they used X-ray diffraction (XRD), which is like shining a special light on the particles, to figure out that 

these ZnO particles have a structure that looks like a hexagon. Then, they took pictures of the particles using 

scanning electron microscopy (SEM) and transmission electron microscopy (TEM). These pictures showed that 

the particles are super small, less than 10 nanometers in size. They also looked at how these particles absorb 

light. They found that they absorb light with a special color at 355 nanometers because of the ZnO particles. 

Lastly, they looked at how the particles give off light, like tiny flashlights. They found two colors of light - one 

at 392 nanometers, which is related to the ZnO itself, and another at 520 nanometers, which is because of 

something called oxygen vacancies. The way they made these tiny particles seems like it could be useful in 

making things because it's easy to do and uses less expensive stuff. 

Mishra, S. K., Srivastava, R. K., & Prakash, H. S. (2012). - The paper discusses the synthesis and characterization 

of zinc oxide nanoparticles (NPs) using zinc acetate dihydrate as a precursor. The NPs were prepared by 

thermal decomposition at 400 °C for reaction times of 3 and 12 hours. The structural analysis of the ZnO NPs 

was performed using X-ray diffraction (XRD), which revealed a wurtzite crystal structure. The average 

crystallite size was determined to be 29.66 nm and 32.68 nm for reaction times of 3 and 12 hours, respectively. 

The optical properties of the ZnO NPs were investigated using UV-visible spectroscopy and photoluminescence 

(PL) spectroscopy. A blue shift in the band gap was observed due to the nano size of the particles. The PL 

spectra exhibited a UV emission. The photoconductivity properties of the ZnO NPs were studied, and it was 
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found that the decay of photocurrent cannot be governed by a single exponential law, indicating the presence 

of traps at different energy depths below the conduction band. The photocurrent spectra showed improved 

photosensitivity with longer reaction times. The dark current and photocurrent of the ZnO NPs were found to 

have a super-linear variation with applied voltage, suggesting the injection of carriers into the material and the 

presence of space charge at higher voltages. XRD analysis also provided information about the size of the 

crystallite and micro strain of the ZnO NPs, which were calculated using the Williamson-Hall plot . 

Zong, Yanqing, et al. 2014. This paper discusses the synthesis and characterization of Eu-doped ZnO 

nanoparticles and their photocatalytic activity for the degradation of methyl orange (MO) under UV light. The 

X-ray diffraction (XRD) analysis confirmed the phase and crystallinity of the photocatalysts, and the UV-vis 

diffuse reflectance spectra showed a blue-shifted absorption edge and broadening of the band gap for the Eu-

doped ZnO nanoparticles compared to pure ZnO. The photocatalytic activity of the Eu-doped ZnO 

nanoparticles was found to be dependent on the amount of Eu dopant, with the 1.0 mol% Eu-doped ZnO 

nanoparticles exhibiting the best activity. The photocatalytic efficiency was influenced by factors such as 

photocatalyst loading, initial dye concentration, and pH values, with optimal conditions determined for the 

photodegradation of MO. The presence of Eu3+ dopant in the ZnO nanoparticles was found to enhance the 

photocatalytic activity by inhibiting the recombination of photoinduced electrons and holes, but excessive 

Eu3+ loading could act as recombination centers and reduce the efficiency. The adsorption of MO on the 

photocatalyst surface was affected by pH, with higher pH values leading to electrostatic repulsion and 

unfavorable adsorption . 

Honglin, Li, et al. (2014) The paper discusses the preparation and characterization of rare earth (RE = La, Er, 

Nd) doped ZnO nanopowders using X-ray diffraction (XRD) and scanning electron microscope (SEM) 

techniques. The optical properties of the doped ZnO samples were studied using absorption spectra and 

photoluminescence (PL) analysis, which showed enhanced optical absorption in the visible region and different 

I UV /I DLE ratios for pure and doped ZnO. First-principles calculations were performed to study the electronic 

structures and optoelectronic properties of the doped ZnO samples, indicating a shift in Fermi levels and n-type 

conductivities after RE doping. The dielectric function analysis revealed a red shift in the low energy part of the 

absorption spectra for the doped ZnO samples compared to pure ZnO. The crystallization of the samples was 

found to worsen after annealing, as observed through SEM analysis, which was attributed to the heat treatment 

restraining crystal growth. The band gaps of the doped ZnO samples were corrected using the LDA U method 

and scissors operator, ensuring the qualitative accuracy of the calculated results . 

Pandey, P., Kurchania, R., & Haque, F. Z. (2015)  The paper discusses the synthesis of rare earth ion (La, Ce, 

and Eu) doped ZnO nanoparticles via the sol-gel method for application in dye-sensitized solar cells (DSSCs). 

The efficiency of the DSSCs was tested using different rare earth ions, and it was found that the Eu ion doped 

ZnO film showed the highest power conversion efficiency of 1.36%. The lower efficiency observed for La and 

Ce ion doped ZnO-based cells compared to the undoped one suggests that these dopants may not be as effective 

in improving the performance of the DSSCs. The surface annihilation of ZnO nanoparticles during the 

sensitization process was identified as a problem in DSSCs, and the paper suggests that a novel electrolyte may 

be needed to address this issue. The fabrication of the DSSCs involved the use of a doctor-blade technique to 

prepare the porous electrodes on fluorinated tin oxide, followed by dye-sensitization and assembly of the cells. 

Overall, the paper concludes that rare earth ion doping, particularly with Eu, shows promise for enhancing the 

efficiency of ZnO-based DSSCs . 
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Govindaraj, R., et al. (2015) The paper discusses the synthesis and characterization of pristine and Lanthanum 

doped ZnO nanoparticles using a sol-gel method. The characterization techniques used include Powder X-ray 

Diffraction (PXRD), High Resolution Scanning Electron Microscopy (HRSEM), and Energy Dispersive Analysis 

(EDX). The average size of the nanoparticles decreases with increasing concentration of Lanthanum, but at 

higher concentrations, the particle size increases. The presence of Lanthanum in the ZnO nanoparticles is 

confirmed by EDX analysis. The photoluminescence properties of the nanoparticles show a yellow-orange 

emission, which could be attributed to oxygen vacancy or interstitial based defects. The defects present in ZnO 

nanoparticles strongly depend on the synthesis method. The as-prepared ZnO nanoparticles are n-type 

semiconductors due to the presence of oxygen vacancies and other native defects. The synthesized ZnO 

nanoparticles have potential applications in optoelectronics. 

Govindaraj, R., et al. (2015) The paper discusses the synthesis of zinc oxide nanoparticles using the sol-gel 

method, with zinc acetate as a precursor. The nanoparticles were characterized using various techniques such as 

X-ray diffraction (XRD), FTIR analysis, scanning electron microscopy (SEM), and UV-visible spectroscopy. The 

XRD results showed that the synthesized ZnO nanoparticles had a highly crystalline wurtzite crystal structure. 

FTIR analysis indicated characteristic absorption bands of ZnO nanoparticles. The SEM image revealed that the 

nanoparticles were spherical in shape with a smooth surface. The concentration of Zn in the synthesized ZnO 

nanoparticles was determined using inductively coupled plasma (ICP-OES) elemental analysis. The yield of 

ZnO was found to be about 98.2%, consistent with other published works. ZnO nanoparticles have various 

applications in medicine, cosmetics, rubber, solar cells, and foods due to their novel properties such as high 

refractive index, binding energy, high thermal conductivity, antibacterial and UV protection. They also exhibit 

good biocompatibility with human cells. The particle size of the ZnO nanoparticles prepared via the sol-gel 

method was about 50-60 nm. XRD powder diffraction was used to determine the crystallinity of the ZnO 

nanoparticles. The analysis was performed using an XRD SHIMADZU 6000 diffractometer, and the crystalline 

domain diameter was obtained using Scherrer's equation. ZnO nanoparticles have been prepared using various 

methods such as sol-gel, thermal decomposition, chemical vapor decomposition (CVD), and alloy evaporation-

deposition. A wet chemical route based on cyclohexyl amine was established for synthesizing ZnO 

nanoparticles in aqueous and ethanolic media. ZnO has been found to inhibit bacterial growth, and it is listed as 

a generally recognized as safe material by the FDA. FTIR analysis was conducted on the ZnO powder using a 

Jasco-4200 spectrometer. The XRD analysis showed characteristic reflections corresponding to different crystal 

planes of ZnO nanoparticles. Similar values have been reported in previous studies. 

Govindaraj, R., et al. (2015) The paper is a review that focuses on the synthesis, properties, and applications of 

rare earth-doped zinc oxide (ZnO) nanostructures in various fields of industry. Different techniques and 

methods are used to synthesize rare earth-doped ZnO nanostructures, including co-precipitation, sol-gel 

process, and hydrothermal synthesis. These methods provide different structures, shapes, and sizes of 

nanostructures. The co-precipitation method is an economical and effective way to synthesize metal oxide 

nanopowders, but it has limitations in controlling the growth and size of nanoparticles. Capping agents can be 

used to prevent agglomeration. The hydrothermal method, which involves high temperature and pressure 

conditions, allows for the synthesis of high-quality and single crystalline rare earth-doped ZnO nanostructures. 

This method is particularly useful for obtaining crystalline phases that are not stable at melting points. Rare 

earth-doped ZnO nanostructures exhibit optical, structural, and ferromagnetic properties that make them 

suitable for various applications, including photocatalysis, optoelectronic devices, fingerprint analysis, and 

pharmaceutical and health industries. The synthesis methods used for rare earth-doped ZnO nanostructures can 
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influence the characteristics of their red photoluminescence, suggesting that intrinsic defects play a role in 

efficient energy transfer. 

Manikandan, A., et al. (2017) This paper discusses the synthesis and characterization of Lanthanum (La) doped 

zinc oxide (ZnO) nanomaterials. The synthesis of La x Zn 1-x O nanomaterials was done using the co-

precipitation method with zinc acetate and lanthanum nitrate as precursors and octylamine as a capping and 

reducing agent. The structural and morphological analysis of the synthesized materials was carried out using 

techniques such as powder X-ray diffraction (XRD), Fourier transform infrared (FT-IR) spectroscopy, and high-

resolution scanning electron microscopy (HR-SEM).  The presence of Zn, O, and La in the synthesized 

materials was confirmed by energy dispersive X-ray (EDX) analysis. The antibacterial activity of the La x Zn 1-x 

O materials was tested against human pathogens, and it was found that they showed desired activity against P. 

mirabilis and S. The synthesized La x Zn 1-x O materials have potential applications in the treatment of kidney 

stones and typhoid fever. 

Porkalai, V., et al. (2017) The paper discusses the synthesis and characterization of pure and lanthanum-doped 

ZnO nanoparticles using the sol-gel method. The effects of lanthanum incorporation on the structure, 

morphology, optical, and electrical properties of the nanoparticles were examined using various techniques 

such as X-ray diffraction (XRD), scanning electron microscopy (SEM), energy dispersive X-ray absorption 

(EDAX), Fourier transform infrared spectroscopy (FTIR), UV, and photoluminescence (PL) characterization. 

The XRD analysis confirmed the hexagonal wurtzite structure of ZnO nanoparticles, and the average particle 

size was found to be less than 20 nm. Lanthanum doping led to enhanced luminescence intensity and improved 

conductivity properties of the ZnO nanoparticles. The study highlights the potential applications of ZnO 

nanoparticles, such as in photonic catalysis, light-emitting diodes, field emission, gas sensors, fluorescent 

materials, and solar cells. 

Goel, Sahil, et al. (2017) The paper investigates the structural, dielectric, ferroelectric, and piezoelectric 

properties of pure and lanthanum (La) doped ZnO nanoparticles. The synthesis of these nanoparticles was done 

using the co-precipitation method. The structure and morphology of the nanoparticles were studied using 

transmission electron microscopy (TEM) and powder X-ray diffraction (XRD) methods. The dielectric 

properties of the La-doped ZnO nanoparticles were found to decrease with an increase in frequency. The 

dielectric constant at room temperature was observed to be 28 for La-ZnO nanoparticles. Dye-sensitized solar 

cells (DSSCs) were fabricated using both pure ZnO and La-ZnO nanorods as photo-anodes. The DSSCs based on 

La-ZnO nanorods showed enhanced conversion efficiency and short circuit current density compared to those 

based on pure ZnO. The synthesis of ZnO and La-doped ZnO thin film photo-anodes for DSSCs was done using 

a doctor-blade technique. The photo-anodes were then immersed in a solution containing crystal violet dye and 

ethanol. A carbon-based counter FTO electrode was used, and the electrolyte solution contained potassium 

iodide. The paper also mentions previous studies on the photovoltaic performance of ZnO-based solar cells, 

including the effect of ZnO nanorod growth time and the presence of NiO in the mixture of ZnONiO . 

Ntwaeaborwa, Odireleng Martin, et al. (2017). The paper discusses the structural, optical, and 

photoluminescence properties of europium (Eu3+) doped ZnO nanoparticles (NPs) prepared by the co-

precipitation method. The average crystallite size of the ZnO nanoparticles was estimated using the Scherrer's 

equation, and the tailoring of the bandgap of semiconductors due to the incorporation of dopant ions was 

observed. Photoluminescence analysis revealed that the ZnO NPs exhibited two luminescence bands: a minor 

ultraviolet emission at 384 nm related to exciton recombination and a major emission in the visible region at 

600 nm related to defects. The visible emission was attributed to the radiative recombination of a 
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photogenerated hole with an electron occupying the oxygen vacancy. Concentration quenching of the 

luminescence of Eu3+ doped ZnO NPs was observed, which could be explained by energy transfer mechanisms 

between rare earth ions. The presence of Eu3+ ions in the ZnO lattice was confirmed through vibrational 

modes observed in the Raman spectra, and the absorption band around 451 cm-1 indicated Eu-O stretching 

mode . 

Lang, Jihui, et al. (2017) The paper discusses the synthesis and characterization of (Eu, La, Sm) codoped ZnO 

nanoparticles via a chemical route. The authors analyze the structural and optical properties of the 

nanoparticles, including their size, energy transfer mechanisms, and bandgap tuning. XPS analysis confirms the 

incorporation of RE dopants into the ZnO lattice, and Raman scattering confirms the wurtzite phase of the 

samples. The narrowing of the band gaps with RE codoping is attributed to the introduction of impurity bands 

and strong orbital coupling between RE and O. The red emissions observed in the doped samples are attributed 

to the transitions of Eu3+ ions. Overall, the paper provides insights into the structural and optical properties of 

(Eu, La, Sm) codoped ZnO nanoparticles synthesized via a chemical route. The authors analyze the size, energy 

transfer mechanisms, and bandgap tuning of the nanoparticles. XPS analysis confirms the incorporation of RE 

dopants into the ZnO lattice, and Raman scattering confirms the wurtzite phase of the samples. The narrowing 

of the band gaps with RE codoping is attributed to the introduction of impurity bands and strong orbital 

coupling between RE and O. The red emissions observed in the doped samples are attributed to the transitions 

of Eu3+ ions. 

 
Fig. No.1 : Synthesis of ZnO nanoparticles 
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Lahmer, M. A. (2018). The doping process with rare earth atoms enhances the stability of the ZnO surface, with 

Sc atoms having the lowest formation energy followed by Y and La. The formation of a RE-V O complex is 

energetically more favored than the formation of isolated RE Zn defects under Zn-rich conditions. The RE-V O 

complex may be the origin of the photocatalytic properties enhancement of the doped surfaces, with Sc-doped 

surfaces prepared under Zn-rich conditions having the best photocatalytic properties followed by Y and La-

doped surfaces. The electronic structure of the undoped ZnO surface is semiconducting with a band gap of 

about 3.7 eV, and the presence of surface states located above the valence band. The band alignment of the 

clean, O-defected, and RE-doped ZnO(0 0 0 1) surfaces shows that the LUMO level is located below the EH H2 

level, indicating that the defect-free surface cannot be efficiently used in photocatalytic applications . 

Ba-Abbad, Muneer M., et al. (2018) This paper discusses the synthesis and characterization of samarium-doped 

zinc oxide (ZnO) nanoparticles using a sol-gel method. The study investigates the structures, morphologies, 

optical properties, and surface areas of the nanoparticles using specific characterization methods. The results 

show that the size of the samarium-doped ZnO nanoparticles decreases with increasing samarium ion 

concentration, and the band gap slightly changes from 3.198 eV to 3.288 eV with enhanced absorption in the 

UV region. X-ray photoelectron spectroscopy (XPS) analysis confirms the incorporation of samarium ions into 

the ZnO matrix without the presence of samarium oxide. The photocatalytic degradation of 2-chlorophenol 

was investigated, and the samarium-doped ZnO nanoparticles showed higher performance compared to pure 

ZnO nanoparticles. The thermal decomposition of the nanoparticles was studied using thermogravimetric 

analysis (TGA), which revealed different weight losses during the process. 

Bomila, R., et al. (2018) The paper discusses the synthesis and characterization of Ce-doped ZnO nanoparticles 

using a wet-chemical method at low temperature. Structural analysis using X-ray diffraction (XRD) confirms 

the well-crystalline nature of the synthesized nanoparticles with a hexagonal wurtzite structure. The presence 

of Ce ions in the ZnO lattice is confirmed by EDX analysis. Ce doping is found to decrease the optical band gap 

of ZnO and enhance visible emission while suppressing near band gap emission. The antibacterial activity of 

Ce-doped ZnO nanoparticles is investigated against Gram-positive (Bacillus subtilis, Staphylococcus aureus) and 

Gram-negative bacteria (Proteus mirabilis, Salmonella typhy ). XRD analysis shows that Ce doping reduces the 

size of ZnO nanoparticles, and the average crystallite size is estimated using the Scherrer formula. The presence 

of Ce3 in the ZnO lattice causes a shift in peak positions and a decrease in the intensity of diffraction peaks, 

indicating a degradation of crystalline quality. Ce-doped ZnO nanoparticles exhibit antibacterial activity, and 

the activity increases with decreasing particle size . 

Manikandan, B., et al. (2018) This research paper explores how to make better solar cells using a special 

material called zinc oxide (ZnO). These solar cells are unique because they work the opposite way of regular 

ones - they absorb sunlight from the back. The scientists wanted to improve these special solar cells, so they 

added a tiny amount of a rare material called lanthanum (La) to the zinc oxide. They used a special method 

involving a solution of chemicals and high heat to do this. They tried different amounts of lanthanum, from 

none to a little bit. Then, they examined the properties of the new material they made using fancy machines 

like microscopes and special light tests. They also tested how well the solar cells worked. Adding a small 

amount of lanthanum made the material better! It let more light through, carried electricity better, and had 

fewer problems. This made the solar cells work much better, about 12% better, in fact. They figured out that it 

was because of a mixture of zinc oxide and a bit of lanthanum. So, in the end, they found a cool way to make 

solar cells that are not only high-performing but also cost-effective.  
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Nguyen, Loan TT, et al. (2019) .The paper discusses the synthesis, characterization, and photocatalytic activity 

of La-doped zinc oxide nanoparticles using a gel combustion method with poly(vinyl alcohol) (PVA) as a 

chelating agent and fuel. The average size of the nanoparticles decreased and the band gap decreased with 

increasing concentrations of La. The photocatalytic activity of the doped samples improved with increasing La 

concentration, with the decomposition of methyl orange reaching 85.86% after 150 min using La0.1Zn0.9O as 

the photocatalyst. Previous studies have shown that doping ZnO with rare earth elements like La can enhance 

its photocatalytic activity by limiting electron-hole recombination and improving light absorption. La-doped 

ZnO materials have been found to have enhanced photocatalytic efficiency and antibacterial activity, as well as 

potential applications in food sanitization, medicine, and wastewater treatment. 

Theerthagiri, J., et al. (2019). The paper is a review on ZnO nanostructured materials, focusing on their 

applications in energy storage and conversion devices and biological applications. The unique properties of 

nanostructured ZnO, such as high sensitivity, large specific area, non-toxicity, and good compatibility, make it 

a desirable material for various applications. The review discusses the use of ZnO-based 

nanomaterials/composites/doped materials in supercapacitors, Li-ion batteries, dye-sensitized solar cells, 

photocatalysis, biosensors, and biomedical and biological applications. The paper emphasizes the need for 

further research to enhance the performance of ZnO-based materials in interdisciplinary science. Various 

studies have explored the growth mechanisms and properties of different ZnO nanostructures, such as flower-

like structures, nanowires, and nanorods, for applications in DSSCs. The performance of DSSCs can be 

improved by factors such as the length of ZnO nanowires, the presence of TiO2 nanoparticles, and the use of 

ZnO-TiO2 composites. 

Khuili, M., et al. (2020 The study investigates the impact of rare earth elements (Tm, Yb, Ce) doping on the 

structural, optoelectronic, magnetic, and electrical properties of wurtzite ZnO using density functional theory 

implemented in Wien2K code. The electronic structure analysis shows that the doping of Tm, Yb, and Ce on 

pristine ZnO increases the band gap and shifts the Fermi level to the conduction band, indicating n-type 

semiconductor behavior. The conductivity of the doped ZnO is improved compared to pure ZnO. The increase 

in the band gap is attributed to the Burstein-Mott effect, and the appearance of new occupied states near the 

Fermi level is attributed to the 4f orbitals of the rare earth dopants. The structural parameters of the doped ZnO 

structures, such as lattice parameters, are found to increase compared to undoped ZnO due to the larger ionic 

radii of the rare earth dopants . 

Zafar, Muhammad, BongSoo Kim, and Do-Heyoung Kim. et al. (2020) This research paper explores the creation 

and performance of inverted organic solar cells (IOSCs) by using a unique approach: utilizing sol-gel processed 

zinc oxide (ZnO) films as electron buffer layers (EBLs). The study also delves into the effects of incorporating 

lanthanum (La), a rare earth element, into these ZnO films, on the solar cells' photovoltaic properties. To make 

these La-ZnO films, the researchers employed a process called spin-coating, which involves applying a solution 

composed of zinc acetate dihydrate, ethanolamine, and lanthanum nitrate hexahydrate onto specific substrates. 

Following this, they subjected the films to annealing at 150°C for one hour. The La doping levels were adjusted 

from 0 to 10 wt%. The team used various techniques, including SEM, AFM, UV-Vis spectroscopy, Hall 

measurements, and XPS, to comprehensively analyze the La-ZnO films' morphology, optical characteristics, 

electrical properties, and chemical attributes. They also evaluated the IOSCs by examining their current-voltage 

behavior and external quantum efficiency under simulated AM 1.5G illumination. The results were promising: 

La doping significantly enhanced the ZnO films by improving transmittance, conductivity, and carrier density 

while reducing surface defects and narrowing the band gap. These improvements facilitated better electron 
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extraction and transport at the interface between the EBL and the photoactive layer. As a result, the IOSCs 

demonstrated an impressive 12% increase in power conversion efficiency (PCE) with an optimal La doping 

content of 5 wt%, reaching a PCE of 4.34%. This enhancement was attributed to the formation of a primary 

ZnO phase coupled with a small amount of La2O3 impurities, as confirmed by XPS analysis. 

Pathak, Trilok K., et al. (2020). The paper discusses the synthesis and characterization of cerium-doped zinc 

oxide (CZO) nanomaterials using the sol-gel combustion method. The effect of different doping concentrations 

of cerium on the structural, morphological, optical, and photoluminescence properties of CZO is investigated. 

X-ray diffraction analysis reveals that the CZO nanomaterials have a hexagonal wurtzite structure, with the 

maximum crystallite size obtained for 1 mol% Ce doping. Energy dispersive X-ray spectroscopy shows the 

uniform distribution of Ce atoms in the ZnO, while nano-scanning Auger microscopy reveals enhanced Ce 

concentration in nanoparticles occurring in the doped material. The absorption spectra show strong absorbance 

below 410 nm, and the optical bandgap slightly varies around 3.20 eV for different Ce doping concentrations. 

Photoluminescence studies show a broad emission band centered at 635 nm, with a blue shift as the Ce 

concentration increases./ The CZO nanomaterials exhibit photocatalytic activity and antibacterial/antifungal 

properties, with efficiency measured against bacteria (Staphylococcus aureus and Escherichia coli) and yeasts 

(Eremothecium ashbyii and Nadsonia fulvescens). Doping of rare earth metal ions, including cerium, has been 

shown to improve the photocatalytic activity of semiconductor oxides like ZnO. XPS analysis confirms the co-

existence of Ce3 and Ce4 ions in the CZO nanomaterials, with the proportion of Ce4 ions increasing with 

increasing doping concentration. The morphology of the CZO nanomaterials is affected by the Ce doping 

concentration, with the size of nanoparticles decreasing and weak agglomeration observed at higher doping 

concentrations. CZO nanomaterials have potential applications in photocatalysis and antibacterial studies, and 

doping with rare earth metal ions can enhance their performance  . 

Shukla, Sweta, and Dhirendra Kumar Sharma. (2021) The paper is a review on rare earth (Ce and Er)-doped 

zinc oxide (ZnO) nanostructures, focusing on their synthesis, properties, and applications in various fields of 

industry. The authors aim to extend the understanding of key issues in the current research progress of ZnO, 

particularly for the realization of ZnO-based optoelectronic devices and the improvement of material quality. 

They specifically focus on band gap tuning and enhanced photoluminescence properties achieved through 

doping of metal ions. Doping of rare earth (RE) ions in ZnO leads to morphological changes from nanorod-like 

to nanoplate-like structures, attributed to the effects of dopants selectively adsorbing onto ZnO crystalline 

planes. The incorporation of RE ions in the ZnO lattice is confirmed by the observed drastic morphological 

changes. Cerium (Ce) is chosen as a suitable dopant for the ZnO matrix due to its distinct luminescence 

transition and interesting optical properties. Ce-doped ZnO nanostructures have been studied for various 

applications, including degradation of dyes, cyclohexanol conversion, detoxification of cyanide, infrared 

emissivity, photoluminescence, and oxidative and steam reforming of methanol. Different synthesis methods 

have been reported for Ce-doped ZnO nanostructures, including electrochemical deposition, sol-gel method, 

and hydrothermal method. These methods offer control over the nanostructures and allow for the investigation 

of optoelectronic properties. 

Shafiee, Parisa, et al. (2021). The paper discusses the synthesis and sintering of zinc oxide nanoparticles (ZnO) 

using the sol-gel method, which is an economic and efficient technique for nanoparticle formation. The sol-gel 

method allows for the adjustment of the structural and optical features of the nanoparticles, making it a 

desirable technique for ZnO nanoparticle synthesis. The paper highlights the various applications of sol-gel 

ZnO nanoparticles, including biomedicals, antimicrobial packaging, drug delivery, semiconductors, biosensors, 
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catalysts, photoelectron devices, and textiles. Sol-gel ZnO nanoparticles have been studied for their drug 

delivery applications, including the delivery of doxorubicin and gene transfer to tumor cells. Sol-gel ZnO 

nanoparticles have also been used in biosensors for the detection of xanthine, glucose, hydrogen peroxide, 

cholesterol, and cancer antigens . 

Chamanzadeh, Z., Ansari, V. and Zahedifar, M., 2021. The paper investigates the properties of La-doped and 

Dy-doped ZnO nanorods and their impact on the photovoltaic performance of Dye-Sensitized Solar Cells 

(DSSCs). The authors synthesized pure ZnO nanorods, La-doped ZnO NRs, and Dy-doped ZnO NRs using a 

two-step process involving seed layer deposition and hydrothermal growth. Various characterization 

techniques such as X-ray diffraction, scanning electron microscopy, dispersive X-ray spectroscopy, 

photoluminescence spectroscopy, and ultraviolet-visible spectrometer were used to analyze the structure 

composition and optical properties of the nanorods. The optical measurements showed enhanced absorption 

and emission intensity with increased nanorod length and impurities concentration, leading to a decreased 

band gap of ZnO nanorods. DSSCs were fabricated using ZnO nanorods grown on a porous TiO2 nanoparticle 

film as the photoanodes. The performance of DSSCs was investigated by varying the growth time and dopants, 

and it was found that the optimum performance was achieved with ZnO nanorods grown for 300 min. 

Decorating the TiO2 NPs/ZnO NRs photoanode with TiO2 NPs improved the cell efficiency by more than 

twice compared to the undecorated photoanode. The power conversion efficiency of DSSCs doped with 

Lanthanum and Dysprosium was increased by 63.6% and 71.5%, respectively, compared to the conventional 

TiO2 NPs photoanode. The paper also mentions the use of X-ray diffraction and scanning electron microscopy 

to investigate the crystalline phase structure and morphology of the ZnO nanorods and DSSC photoelectrode. 

The absorbance spectra were recorded to study the optical properties, and it was observed that the absorption 

edge had a red shift with increasing nanorod length. The paper highlights that there is limited research on La-

doped and Dy-doped nanorods as photoanodes in DSSCs, and the current work aims to fill this research gap by 

synthesizing and characterizing these nanorods and measuring their photovoltaic performance . 

Chauhan, Vaibhav, and Praveen C. Panday.(2021). The paper focuses on studying the role of dysprosium (Dy) 

doping concentration on the structural deformation of zinc oxide (ZnO) nanoparticles. The study synthesized 

different concentrations of Dy-doped ZnO nanoparticles and observed variations in structural parameters, 

indicating small deformation due to Dy doping. The absorption spectra showed a slight variation in the optical 

bandgap caused by Dy doping, and a correlation was found between the variation in absorption spectra and 

structural deformation. The XRD analysis confirmed that the Dy3 ion replaced the Zn2 ion in the ZnO crystal 

structure without changing the wurtzite structure. The crystallite size of the ZnO nanoparticles was found to 

be lower than the Dy3-doped ZnO, and the incorporation of Dy3 caused an increase in crystallite size. The 

band gap of the prepared samples decreased as the concentration of Dy doping increased, and the presence of 

Dy did not significantly affect the band edge of the absorption spectra of ZnO.  

Achehboune, Mohamed, et al. (2021) The paper investigates the electronic, magnetic, and optical 

characteristics of pure and ytterbium (Yb) doped ZnO using density functional theory-based calculations. The 

band gap of pure ZnO is in good agreement with experimental results, and it increases with the increase of Yb 

concentration. Yb doping leads to the creation of new defects near the conduction band attributed to the Yb-4f 

states. Yb doping affects the magnetic properties of ZnO, with ferromagnetic behavior observed for 4.17% Yb 

due to spin polarization of Yb-4f electrons. Yb doping causes a blue shift of the absorption peaks, significantly 

enhances the absorption of visible light, and a blue shift of the reflectivity spectrum is observed. The refractive 

index and extinction coefficient decrease with increasing Yb dopant concentration. The total state density and 
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partial state density provide insight into the contributions of different states to the energy bands. Yb-doped 

ZnO has a ferromagnetic property with an optimal concentration of 4.17, exhibiting magnetism behavior in the 

ZnO-YbZn system. The total magnetic moment of Yb-doped ZnO increases with Yb concentration, and there is 

a clear spin polarization between the partial density of states of the two spin channels near the Fermi level due 

to spin polarization of Yb-4f electrons . 

 

II. CONCLUSION 

 

In summary, this research paper presents a comprehensive exploration of rare earth-doped zinc oxide (RE-

doped ZnO) nanostructures, highlighting their immense potential across various industrial domains. The study 

encompasses a thorough investigation into their properties, synthesis techniques, and diverse applications. 

The paper delves into the intricacies of synthesizing RE-doped ZnO nanostructures, employing methods such 

as co-precipitation, sol-gel processes, and hydrothermal synthesis. It elucidates the profound impact of RE 

doping on the structural, optical, magnetic, and electrical characteristics of ZnO nanostructures. Moreover, it 

sheds light on their wide-ranging applications, including photocatalysis, optoelectronic devices, fingerprint 

analysis, and contributions to the pharmaceutical and healthcare sectors. 

This review encapsulates the current state of research in the realm of RE-doped ZnO nanostructures while 

acknowledging the challenges that persist. Notably, these nanostructures exhibit distinctive luminescence 

properties and can introduce novel energy levels within ZnO's band gap, thereby influencing charge transfer 

processes. Additionally, RE doping enhances the optical, magnetic, and electrical attributes by modifying defect 

structures and creating impurity bands. 

While RE-doped ZnO nanostructures hold promise across industries due to their sensitivity, substantial specific 

area, non-toxicity, and biocompatibility, several hurdles must be addressed. These include optimizing doping 

concentrations, controlling morphology and size, ensuring the stability and reproducibility of nanostructures, 

and gaining a deeper understanding of doping mechanisms and energy transfer processes. 

The paper advocates for addressing these challenges through the establishment of ethical standards, fostering 

transparency and accountability, and promoting public awareness and education. It also emphasizes the 

importance of collaboration between government and industry stakeholders to ensure the safety and benefits of 

RE-doped ZnO nanostructures. 
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Abstract : 

In the present work, The kidney stone constitutes Calcium Hydrogen Phosphate Di Hydratesit is found about 

20% to 25% in human renal calculi; which is a major component of kidney stone. Hence the study crystal 

growth of Brushite for without exposure, with static magnetic field exposure undertaken is very significant. 

These crystals are grown by single diffusion gel method in the presence of  static magnetic field of different 

strength such as 0, 0.1, 0.2 Tesla for constant pH, density and concentration of the solution at room 

temperature.Yield and morphology of grown crystal are studied. The crystals are characterized by using XRD 

and FTIR method. 

Keywords: Brushite Crystal, Single Diffusion Gel Method, XRD, FTIR. 

 

I. INTRODUCTION 

 

Calcium Hydrogen Phosphate Di hydrates is major constituents of kidney stone. It is also known as brushite. It 

has molecular mass 172 gm. It has molecular formula (CaHPO4•2H2O).It appears in white solid form. It has 

solubility in HCl. The process of Brushite crystal growth has been studied by differentresearchers.Brushite 

stones were studied by Griffith (Griffith,1978),Crystal growth in gel media studied by AR Patel (Patel 

etal,1982).Growth and Characterization of Brushite crystals was also studied by Chauvan (Chauvan, 

etal,2008).Growth inhibition of Brushite crystals in presence of Herbal Extract Boerhaavia Diffusa Linn was 

studied by Chauvan (Chauvan, etal, 2009). Growth inhibition of Brushite crystals by the aqueous root extract of 

rotula aquatica was studied by Chauvan (Chauvan, etal, 2011). Influence of Drugs on the formation of Brushite 

Urinary Calculi was studied by Bindu (Bindu, etal, 2012).Growth, spectral, structural and mechanical properties 

of Brushite crystal grown in presence of sodium fluoride was studiedbySuguna(Suguna,etal,2012).The study of 

crystal growthofCholesterolCrystal(Bhagat,etal,2013),Whewelite in gel media studied(Bhagat,etal,2015), the 

study of effect of static magnetic field on in-vitro whewelite crystal growth studied.(Bhagat,etal,2015).TheStatic 

Magnetic  Field Effect on Crystal growth of Uric Acid studied. (Bhagat,2024),   

The present paper reveals the effect of static magnetic field on growth of Brushite crystal for constant pH, 

density, temperature and yield and morphology of crystal are studied. The grown crystals are characterized by 

using XRD and FTIR method. 
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II. METHODS ANDMATERIAL 

 

The A.R. grade chemicals used for study of Brushite crystal growth are Sodium Meta Silicate (SMS), Acetic Acid 

(glacial), Ortho-Phosphoric Acid, Calcium Chloride,Distilled water. Borosilicate Glass Test tubes of diameter 

2.5cm and length 15 cm. Entire procedures carried out in dust free and quiet environment. 

2.1 Gel Setting and Brushite crystal growth in gel media:  

The gel preparation and gel setting is done by preparing stock solution by dissolving Sodium Meta Silicate 

powder in double distilled water and shaking this solution well. The solution is filtered and kept in clean flask. 

This solution was mixed with glacial acetic  

1.2 Static Magnetic field set up: 

 

 

Fig.1. Experimental Set up for Crystallization of Brushite at 0.1 and 0.2 Tesla magnetic field strengths. 

 

 
(a)            (b) 

Fig.2. Brushite Crystallization 

(a) At Nucleation State (b)After120Hrs. 

 

An Electromagnets (EMU-50) of 7.5 kg placed at 10mm air gap with flat pole pieces (50 mm diameter) is used to 

apply magnetic field  strength as shown in figure 1.The magnetic field strengths were varied by using 

appropriate current  to the coils and it is measured by Gauss meter.   After setting the gel, 2.5M concentration 

of calcium chloride solution is poured slowly and gently around corners of test tubes over set gel. Then four 

Test tubes were kept in Electromagnets (EMU-50) one by one for exposure of steady magnetic field strength of 

0.1 Tesla (Core coil current 1.46 Amperes) for different time periods 30min.,60min., 90min. and 120min. 

Similar procedure  was repeated for magnetic field exposure of 0.2 Tesla (Core coil current 2.93 Amperes) at 

room temperature. The test tubes were tighten using cork and kept in a quiet and vibration free condition 

for120hours.The following chemical reaction took place. 
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Fine Brushite crystals were observed in test tube at the Centre of upper gel region and some at the bottom as 

shown in figure 2. Then crystals were collected from test tubes on filter paper for weighing. 

 

2.3 Crystal Yield Analysis: 

Yield of Brushite crystals grown are given in table no.1. and plotted in  figure 3. 

Sr. 

No. 

Magnetic field   

in Tesla 

Time  

in Min 

Yield of Brushite Crystal after 120hours in gm. at pH 6.5 

1 0 0 1.63 

2 0.1 30 0.95 

3 0.1 60 1.2 

4 0.1 90 1.35 

5 0.1 120 1.42 

6 0.2 30 1.14 

7 0.2 60 1.27 

8 0.2 90 1.37 

9 0.2 120 1.53 

Table.1.Yield of BrushiteCrystal. 

 

 
Fig.3Yieldof Brushite Crystal 

 

2.4 Crystal Characterization Analysis:  

XRD and FTIR Studies were conducted to characterize the crystals grown in silica gel media.  

 

[A]Powder X Ray Diffraction Analysis: 

Powder XRD pattern of Brushite crystal recorded by X Ray Diffractometer Philips PW1840 crystallizes in 

Orthorhombic structure with cell parameters as follows; a =5.837Å, b =15.192Å, c = 0.4124Å and β =116.470 
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Fig.4.Powder XRD pattern of Brushite crystal. 

[B] FTIR   Analysis:  

 
Fig.5. FTIR of Brushite crystal 

The FTIR spectrum of Brushite crystal is confirmed by recording with FTIR-BUSY-6100 JASCO spectrometer 

in a scan range (4000cm-1 - 400cm-1).The FTIR analysis of Brushite crystal grown as shown in figure 4. 

 

III. RESULTS AND DISCUSSIONS 

 

The photographs of Brushite crystals grown are shown in figure 2. 

The morphology of Brushite Crystals observed as rectangular platelet in good agreement with result published.  

The powder XRD pattern shown in figureno.4 of Brushite crystal confirmed and results are in good agreement 

with results reported in literatures(Chauvan,etal;Bhagat,etal,2014).  

Also FTIR analysis pattern shown in figure no.5 of Brushite crystal confirmed and results are in good agreement 

with results reported in literatures(Chauvan,etal2008;Bhagat etal 2014).  

FTIR pattern obtained for crystal for crystal grown under exposure of magnetic field at the nucleation time 

exhibits more % transmittance for magnetic field strength 0.1 T than 0.2 T. The difference of % transmittance 

found decreased and depth of %transmittance dip at frequency 3544.65 cm-1 is found increased as exposure time 

is increased. 

Rate of nucleation observed reduced   and Size of crystals decreased with increasing strength of magnetic field 

but number of crystals found increased.  

Yield of Brushite crystals grown are given in table no.1 and plotted in figure 3 is found slightly increased as 

influence of increasing magnetic field. Overall yield found less as compared to without exposure of magnetic 

field. 
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IV. CONCLUSION 

 

This research work concludes that a precise and systematic chemical reaction in gel technique is useful for In-

Vitro crystal growth process. The Brushite crystal has rectangular platelet like morphology as shown in figure 3 

and has same for both with and without irradiation. 

The PXRD analysis confirms that, the grown crystals belong to Brushite crystals and has monoclinic system. 

In FTIR analysis the various functional groups and its Vibrational modes have been analysed for Brushite 

crystal.It is found FTIR spectrum of the Brushite crystals revealedthe varying presence of functional groups. 

Also yields of Brushite crystal grown is found increasing for unexposed condition.  

A crystallographer has fascinating future. Growing Artificial Crystals studying its physical and chemical 

properties and morphology will enhances new challenges for new researchers. 
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Abstract : 

The crystals of BisThiourea Zinc Chloride (BTZC) doped KDP were prepared and grown through the slow 

evaporation solution growth technique. The resulting crystals, which exhibited excellent optical transparency, 

were tested for microhardness to evaluate their mechanical properties. Vickers microhardness testing was 

conducted on the crystal surfaces using various loads at room temperature, with indentation duration of5 

seconds. The results showed that the Vickers hardness numbers (Hv) increased with the applied load. Mayer’s 

index number ‘n’ was also computed. The study calculated the Vickers hardness, fracture toughness (Kc), brittle 

index (Bi), yield strength (σv), and the elastic stiffness constant (C11) of the crystals. The mechanical hardness 

results indicated that the crystals are stable enough for potential device applications. 

Keywords: Vickers microhardness, fracture toughness, brittle index, yield strength, Elastic stiffness 

 

I. INTRODUCTION 

 

The behavior of the nonlinear optical NLO crystal have played very important role in the frequency conversion 

devices. The role extends to the information technology impacting primarily telecommunication industry by 

second harmonic generation (SHG) and third harmonic generation (THG) experimental techniques [1-3]. These 

techniques are used to produce the laser radiations of the suitable wavelength for the optical fibers for the 

expansion of the bandwidth and the attenuation of the signals over the long distances. The ability of the NLO 

crystals to produce high intense monochromatic focused beam utilized for the encoding digital information and 

for to read and write the information saved on the optical discs [4-6].The two lower energy photons absorbed 

by the fluorescent material produces a high energy photon as a two photon microscopy, the NLO crystals were 

used in such advanced imaging techniques. Also these are widely used in optical switches and modulators for 

managing and routing optical signals and by the property of SHG and THG to control light with high precision 

and speed. The NLO crystals having property to interact with light in nonlinear way enables wide range of high 

technology applications [7-8].    

The mechanical hardness of crystalline solids is closely tied to their structure and composition. Microhardness 

testing is an effective method for evaluating the mechanical properties of materials, including fracture behavior, 
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yield strength, brittleness index, and cracking temperature. Ultra hard materials are of significant interest due 

to their valuable industrial applications [9-11]. To discover new such materials, extensive research has been 

conducted on hardness, with various models developed to predict material hardness. Organic crystals have been 

particularly studied for their high nonlinear optical properties, superior mechanical qualities, fast electro-optic 

responses, and customizable flexibility. In this study, the mechanical properties of Bis Zincthiourea chloride 

doped KDP crystal were examined using a Vickers microhardness tester. The analysis included calculations of 

Vickers hardness number (Hv), Mayer's index number (n), crack length, elastic stiffness constant, yield strength, 

fracture toughness, and brittleness index. Understanding hardness is crucial for device manufacturing, and the 

results are discussed comprehensively. 

 

II. Experimental Procedure 

 

Thiourea and zinc chloride were dissolved in the deionized water in the molar ratio 2:1 and solution is well 

stirred. After six hours the prepared mixture was filtered by no. 1 whatman filter paper and kept for 

evaporation. This mixture in the molar ration (1 M %) was then doped in the super saturation in solution of the 

KDP crystal. The purity of BTZC doped KDP was achieved by successive recrystallization method after slow 

evaporation the crystals were formed within 8 days micro nucleation stage achieved and after the period of 15 

days the full growth formed. The photograph of optical quality BTZC doped KDP crystals of dimension 17×3×4 

mm3 is shown in Fig. 1 

 

 
Figure 1. Photograph of BTZC doped KDP crystals 

Micro-hardness studies 

The Shimadzu, HMV-2T micro hardness analyzer was used to test the different micro hardness properties for 

the subjected crystal. The properties totally depend on the structure and composition and the binding of the 

atoms inside the subjected crystal. The study of the profile of the crystal consists of intrinsic factors insists on 

heat of formation, interatomic bonding, internal lattice energy and Debye temperature. Likewise, the solvent 

inclusions, defects, impurity vacancy, dislocations and low angle grain boundaries acknowledge extrinsic 

properties into the crystal. The hardness index reflects the relationship between hardness and applied load. If 

this relationship is linear, the crystal shows a reverse indentation size effect (RISE). Conversely, if the 

relationship is negative, the crystal demonstrates a normal indentation size effect (NISE) [12-14]. The 

dimensions of the 1 M BTZC doped KDP crystal used for the testing was of 5 mm x 5 mm x 2 mm and it was 

free from defects. After indentationthe radial cracks produced into the crystal by using Vickers diamond micro 
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hardness indenter. The residual tensile stresses result in the cracks and this crack surface profile employed to 

study hardness number (Hv), yield strength (σy), elastic stiffness constant (C11), fracture toughness (Kc) and 

Brittleness index (Bi).The Vickers hardness testing was carried out BTZC doped KDP crystal. The applied load 

varied with 25, 50 and 100g and the indentation time kept 5 Sec for every indentation. The Vickers 

microhardness value is calculated by using formula  

Hv = 1.8544 x (
P

d2
)  Kg/mm² 

Where p is the applied load (gm) and d is the average diagonal length (mm) of the indentation mark. The figure 

2 shows response of Vicker's hardness (Hv) with load for subjected crystal. From the observation of figure 3, it 

replies the doped crystal possesses RISE phenomenon confirms lattice perfection enhancement of KDP due to 

doping. The relation between load and size of indentation of the crystal was studied by Meyer’s law stated as 

log P = log k  x n log d  

Where, k is the material constant and n is work hardening index. The graph was plotted between logp and logd 

as depicted in figure 3. From this plot, the magnitude of n is calculated and found to be 3.2. From the Onitsch 

criterion (if ‘n’ lies between 1.0 to 1.6 - harder material, more than1.6 - soft material) it is confirmed that the 

doped crystal belongs to the soft material category [15]. 
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Determination of mechanical parameters Yield strength and Elastic stiffness constant: 

The yield strength ( y) of the doped crystal was calculated by using formula 

σᵧ = (0.1)𝑛−2Hv/3 

The yield strength is defined as the maximum stress at which cracks appear on the crystal surface and 

permanent deformation occurs.Figure 4 and 5 illustrates how yield strength and stiffness constant vary with the 

applied load on the crystal.The Wooster’s 
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Figure4.A Plot of load vs. yield strength 
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Figure5.A Plot of load vs. stiffness const. 

 

empirical formula states the relation between elastic stiffness coefficient and Vicker's hardness index defined 

by C₁₁ = (Hv)7/4. Figure 4 and 5 signifies that both yield strength and stiffness coefficient has positive linear 

dependence.  

Additionally, the elastic stiffness, which represents the binding force between consecutive atoms in the doped 

crystal, was notably high [16]. 
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Figure6.Plot of load vs. Fracture toughness 
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Figure7.Plot of load vs. brittleness index 

 

Fracture toughness and Brittleness index: 

The toughness of a material definesfracture toughness (Kc) which is resistance to fracture. The fracture 

toughness of the material is determined by the formula; 

Kc = P / β˳ l3/2ˎfor l ≥ d/2 

Where, β0 is the indenter constant, has value 7 for the Vickers’s diamond pyramid indenter and l is the crack 

length (l) calculated by taking average of two crack lengths for each indentation. 

 

TABLE 1Microhardness Parameter chart of BZTCKDP crystal 

 

Load (mg)                        Hv                d            C11 

(Kg/ 

mm2)(μm)         (Pa)                          

    σ           Kc              Bi 

 (MPa)   (Kg m-3/2)(m-1/2) 

25 

50 

100 

42.85            34.87           717           

65.05            42.55         1489               

76.75            51.21         1990 

  0.9            6585           6506 

  1.36        13171           4938 

  1.61        26343           2913 
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Brittleness is a property that influences how a material behaves under load. The Brittleness index (Bi) is 

calculated using the formula 

Bi = Hv / Kc 

Figure 6 and 7 displays how fracture toughness and elastic stiffness change with applied load. It indicates that 

fracture toughness increases with the load, while the brittleness index decreases as the load increases. Table 1 

presents the estimated values of various parameters in response to the load applied to the crystal. These 

mechanical properties suggest that the material's ability to endure optimal mechanical stress significantly 

impacts its fabrication and processing [17]. 

 

III. Conclusions  

 

High-quality optical BTZC doped KDP crystals were produced using the slow evaporation solution growth 

technique. Vickers hardness tests showed that the hardness number increased with the applied load, indicating 

that the crystal is relatively soft. Additionally, various hardness parameters were determined for the crystal. 

The calculation of the stiffness constant indicates that the ionic binding forces are strong, BTZC doped KDP 

crystal well-suited for device manufacturing. 
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Abstract : 

In high-dimensional data settings, where features greatly outnumber observations, overfitting becomes a major 

challenge for model generalization. Regularization techniques like L1 (Lasso), L2 (Ridge), ElasticNet, and 

dropout are key to mitigating this issue by constraining model complexity. This paper examines the impact of 

these methods on machine learning models across various domains, such as genomics, finance, and image 

recognition, using both simulated and real-world datasets. 

The results show that L1 regularization improves model interpretability with sparse solutions, while L2 and 

ElasticNet enhance predictive accuracy in noisy environments. Dropout is particularly effective in deep 

learning models, reducing overfitting in large feature spaces. The choice of regularization method largely 

depends on the data and model characteristics, providing insights into selecting the best approach for high-

dimensional data. 

Keywords: Regularization, Lasso, Ridge, ElasticNet, Dropout. 

 

I. INTRODUCTION 

 

The rise of high-dimensional data has transformed various fields, including genomics, finance, and image 

processing, where the number of features often far exceeds the number of observations. While this wealth of 

data provides opportunities for more accurate and comprehensive models, it also introduces significant 

challenges, particularly the risk of overfitting. Overfitting occurs when a model becomes too complex, 

capturing noise rather than the underlying patterns in the data, leading to poor generalization on unseen data. 

Regularization has emerged as a crucial technique to combat overfitting by imposing penalties on model 

complexity, thereby promoting simpler models that generalize better. Traditional regularization methods, such 

as L1 (Lasso) and L2 (Ridge), have been widely used for decades, offering different advantages depending on the 

data structure and the model's requirements. More recent advancements, such as ElasticNet and dropout, have 

further expanded the toolkit available to data scientists, providing more sophisticated ways to balance model 

complexity and performance. 

Despite the widespread adoption of these techniques, there remains a lack of comprehensive understanding 

regarding their comparative effectiveness across different high-dimensional settings. This study aims to fill this 

gap by systematically evaluating the impact of various regularization methods on model performance. We focus 
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on how these techniques influence accuracy, interpretability, and robustness in models trained on high-

dimensional datasets. 

 

II. Material and Method 

 

A. Data Collection: To evaluate the performance of various regression methods in a high-dimensional context, 

we generated synthetic datasets using the `make_classification` function from the `sklearn` library. The 

process involved several key steps: 

a.Defining Dimensionality:We specified a high number of features to simulate a high-dimensional space. The 

chosen 500 number of features ensures that the dataset exhibits the complexity often encountered in real-world 

applications, where many variables are involved. 

b.Determining Sample Size:We generated a substantial 1000 number of samples to provide a robust dataset for 

training and testing the regression models. This large sample size ensures that the models can be effectively 

evaluated across a wide range of scenarios. 

c.Classifying Features:  The features were categorized as follows: 

i. Informative Features: A subset of features was designated as informative, meaning they directly contribute to 

the target variable (the output that the regression model will predict). 

ii. Redundant Features: Some features were generated as linear combinations of the informative features, 

introducing correlation among the predictors but not adding new information. 

iii. Noise Features: A portion of the features was randomly generated to simulate noise, increasing the 

dimensionality without contributing to the prediction task. This setup tests the models' ability to handle 

irrelevant information. 

d.Generating the Dataset: The dataset was synthesized using the `make_classification` function, with the 

parameters tailored to create a high-dimensional, complex dataset suitable for regression analysis. Although 

`make_classification` is typically used for classification tasks, the generated continuous feature data was 

adapted for regression by using the informative and redundant features to predict a continuous target variable. 

e. Target Variable Creation: The target variable (dependent variable) was created by defining a linear 

combination of the informative features, with added noise to mimic real-world data variability. This approach 

allows us to simulate a scenario where the target depends on a subset of the features, testing the ability of 

regression models to identify and use the relevant features effectively. 

 

B. Data Preprocessing:The generated dataset was split into training and testing sets to facilitate the evaluation of 

different regression methods. Feature scaling and normalization were applied where necessary to ensure that 

the models could be appropriately trained and compared. 

By following this method, we created high-dimensional datasets tailored to evaluate the performance of various 

regression models, such as Lasso, Ridge, and Elastic Net, Dropout under controlled conditions. This synthetic 

approach allows for consistent and repeatable experimentation, critical for benchmarking model performance 

in high-dimensional settings. 

 

C.  Model Selection: The study investigates the impact of different regularization techniques on the 

performance of a linear model and a deep learning model, both of which are commonly used in high-

dimensional data settings. 
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a. L1 Regularization (Lasso): Lasso regression is a type of regularization for linear regression models, sometimes 

referred to as L1 regularization. A statistical technique called regularization is used to lessen errors in training 

data that result from overfitting. This formula can be used to reflect this approach: 

Least Absolute Shrinkage and Selection Operator is referred to as Lasso. Because of its usefulness, it is often 

employed in machine learning to handle large dimensional data, since it makes automatic feature selection 

easier. To achieve this, it multiplies the residual sum of squares (RSS) by the regularization parameter (lambda 

or λ) and adds a penalty term to it. The level of regularization is controlled by this regularization parameter. 

Greater lambda values raise the penalty and cause more coefficients to decrease towards zero, which in turn 

lessens or eliminates the significance of some of the the features from the model, resulting in automatic feature 

selection. Conversely, smaller values of lambda reduce the effect of the penalty, retaining more features within 

the model. 

By encouraging sparsity in the model, this penalty can assist prevent multicollinearity and overfitting problems 

in datasets. When two or more independent variables have a strong correlation with one another, this is known 

as multicollinearity, and it can cause issues for causal modeling. Overfit models completely lose utility because 

they will not generalize well to fresh data. Lasso regression is a useful technique for removing independent 

variables from models by setting regression coefficients to zero, hence avoiding potential problems during the 

modeling process. In comparison to other regularization strategies like ridge regression (often referred to as L2 

regularization), model sparsity can also enhance the model's interpretability. 

Mathematical equation of Lasso Regression: 

Residual Sum of Squares + λ * (Sum of the absolute value of the magnitude of coefficients) 

Where, 

λ denotes the amount of shrinkage. 

λ = 0 implies all features are considered and it is equivalent to the linear regression where only the residual sum 

of squares is considered to build a predictive model 

λ = ∞ implies no feature is considered i.e, as λ closes to infinity it eliminates more and more features 

The bias increases with increase in λ 

variance increases with decrease in λ 

b. L2 Regularization (Ridge): A model-tuning technique called ridge regression is applied to any data that 

exhibits multicollinearity. This technique carries out L2 regularization. Predicted values deviate significantly 

from real values when multicollinearity is present, least-squares are impartial, and variances are high.  

The cost function for ridge regression: 

Min(||Y – X(theta)||^2 + λ||theta||^2) 

The penalty term is lambda. The ridge function uses an alpha argument to represent λ in this case. Therefore, 

we are in control of the penalty term by adjusting the values of alpha. The penalty increases with larger alpha 

values, which also results in a decrease in coefficient magnitude.  

It reduces the range. It is therefore employed to avoid multicollinearity. 

It uses coefficient shrinking to lessen the complexity of the model. 

c. ElasticNet (a combination of L1 and L2 penalties): Elastic net is a mixture of the two most prominent 

regularized variations of linear regression: ridge and lasso. Ridge uses an L2 penalty, while lasso uses an L1 

penalty. With elastic net, you don't have to pick between these two models, because elastic net uses both. 
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Overview of Elastic Net Regression 

Zou and Hastie presented Elastic Net Regression in 2005. It is a linear regression approach that incorporates 

two penalty components into the usual least-squares objective function. These two penalty terms represent the 

coefficient vector's L1 and L2 norms, which are multiplied by two hyperparameters, alpha and lambda. The L1 

norm is utilized for feature selection, and the L2 norm for feature shrinkage. 

Mathematical equation of ElasticNet : 

y = b0 + b1*x1 + b2*x2 + ... + bn*xn + e 

Where y is the dependent variable, b0 is the intercept, b1 to bn are the regression coefficients, x1 to xn are the 

independent variables, and e is the error term. The Elastic Net Regression model tries to minimize the 

following objective function: 

RSS + λ * [(1 - α) * ||β||2 + α * ||β||1] 

Where RSS is the residual sum of squares, λ is the regularization parameter, β is the coefficient vector, α is the 

mixing parameter between the L1 and L2 norms, ||β||2 is the L2 norm of β, and ||β||1 is the L1 norm of β. 

d. Dropout:The term “dropout” refers to dropping out the nodes (input and hidden layer) in a neural network 

(as seen in Figure 1). All the forward and backwards connections with a dropped node are temporarily removed, 

thus creating a new network architecture out of the parent network. The nodes are dropped by a dropout 

probability of p. 

Let’s try to understand with a given input x: {1, 2, 3, 4, 5} to the fully connected layer. We have a dropout layer 

with probability p = 0.2 (or keep probability = 0.8). During the forward propagation (training) from the input x, 

20% of the nodes would be dropped, i.e. the x could become {1, 0, 3, 4, 5} or {1, 2, 0, 4, 5} and so on. Similarly, it 

applied to the hidden layers. 

For instance, if the hidden layers have 1000 neurons (nodes) and a dropout is applied with drop probability = 

0.5, then 500 neurons would be randomly dropped in every iteration (batch). 

Generally, for the input layers, the keep probability, i.e. 1- drop probability, is closer to 1, 0.8 being the best as 

suggested by the authors. For the hidden layers, the greater the drop probability more sparse the model, where 

0.5 is the most optimized keep probability, that states dropping 50% of the nodes. 

 

How does it solve the Overfitting problem? 

In the overfitting problem, the model learns the statistical noise. To be precise, the main motive of training is to 

decrease the loss function, given all the units (neurons). So in overfitting, a unit may change in a way that fixes 

up the mistakes of the other units. This leads to complex co-adaptations, which in turn leads to the overfitting 

problem because this complex co-adaptation fails to generalise on the unseen dataset. Now, if we use dropout, it 

prevents these units to fix up the mistake of other units, thus preventing co-adaptation, as in every iteration the 

presence of a unit is highly unreliable. So by randomly dropping a few units (nodes), it forces the layers to take 

more or less responsibility for the input by taking a probabilistic approach. 

This ensures that the model is getting generalized and hence reducing the overfitting problem. 

 

Implementation of Dropout 

In the original implementation of the dropout layer, during training, a unit (node/neuron) in a layer is selected 

with a keep probability (1-drop probability). This creates a thinner architecture in the given training batch, and 

every time this architecture is different. 

In the standard neural network, during the forward propagation we have the following equations: 
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where: 

z: denote the vector of output from layer (l + 1) before activation 

y: denote the vector of outputs from layer l 

w: weight of the layer l 

b: bias of the layer l 

Further, with the activation function, z is transformed into the output for layer (l+1). 

Now, if we have a dropout, the forward propagation equations change in the following way: 

 
So before we calculate z, the input to the layer is sampled and multiplied element-wise with the independent 

Bernoulli variables. r denotes the Bernoulli random variables each of which has a probability p of being 1. 

Basically, r acts as a mask to the input variable, which ensures only a few units are kept according to the keep 

probability of a dropout. This ensures that we have thinned outputs “y(bar)”, which is given as an input to the 

layer during feed-forward propagation. 

 

D.  Training and Hyperparameter Tuning 

Each model was trained on the preprocessed training data with specific regularization techniques. 

Hyperparameter tuning was performed using grid search with cross-validation to identify the optimal 

regularization parameters: 

• Logistic Regression: 

o L1 and L2 regularization strength (alpha=0.1, 1.0  respectively) 

o ElasticNet mixing parameter (ratio between L1 and L2 penalties=0.5) 

• Multilayer Perceptron: 

o Dropout rate (percentage of neurons dropped out 50%) 

o Learning rate (0.001) 

o Number of epochs (20) 

 

E. Software and Tools 

Python library was used to implement the models and conduct the analysis.Scikit-learn was used for machine 

learning models and regularization techniques.TensorFlow/Keras was used for building and training the MLP 

model with dropout 
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III. Results 

 

The primary objective of this study is to assess the effectiveness of advanced regularization techniques—

specifically Lasso, Ridge, and Elastic Net regression—on high-dimensional datasets. To do this, we employed a 

systematic model evaluation process designed to measure predictive performance, stability, and interpretability 

under various conditions. The evaluation process involved the following steps: 

a. Performance Metrics: 

i. Mean Squared Error (MSE): The primary metric for evaluating model performance was the Mean Squared 

Error (MSE), which measures the average squared difference between the predicted and actual values. Lower 

MSE values indicate better model performance, reflecting more accurate predictions. 

ii. R-squared (R²): We also reported the R-squared value to understand the proportion of variance in the 

dependent variable that is predictable from the independent variables. A higher R² indicates a better fit. 

iii. Model Complexity: We evaluated model complexity by analyzing the number of non-zero coefficients in 

each model. This measure helps to understand the sparsity induced by different regularization techniques, 

particularly Lasso and Elastic Net, which are designed to perform feature selection. 

 

Table 1:  MSE and R² Score for regression models 

Sr. 

no. 

Model MSE R² Score 

1 Lasso 0.179507 0.281971 

2 Ridge 0.143410 0.426360 

3 Elastic Net 0.250002 -0.000006 

4 Dropout NN 0.099205 0.603181 

 

Figure 1 : Coefficient Comparison 

 
b. Comparative Analysis: A comparative analysis was conducted to determine the effectiveness of each 

regularization technique across the selected models. This analysis focused on: 

Table 2:  Performance Comparison: 

Model Accuracy Precision Recall F1-Score 

Lasso 0.7600 0.7766 0.7300 0.7526 

Ridge 0.5000 0.5000 1.0000 0.6667 

Elastic Net 0.8300 0.8438 0.8100 0.8265 

Dropout NN 0.8400 0.8542 0.8200 0.8367 
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c.Performance of Regularization Techniques: Our findings highlight significant differences in the effectiveness 

of the regularization techniques under study:Elastic Net emerged as the most effective traditional regression 

technique in handling high-dimensional data. Its combination of L1 and L2 regularization allowed it to strike a 

balance between feature selection and coefficient shrinkage, resulting in high accuracy (0.8300), precision 

(0.8438), recall (0.8100), and F1-Score (0.8265). This suggests that Elastic Net is particularly well-suited for 

scenarios where a mixture of sparse and non-sparse solutions is needed, offering robustness against both 

irrelevant features and multicollinearity.Lasso Regression, while effective, did not perform as well as Elastic Net, 

achieving a lower accuracy (0.7600) and F1-Score (0.7526). The L1 regularization in Lasso tends to aggressively 

reduce some coefficients to zero, which aids in feature selection but may also lead to the exclusion of some 

relevant features, thereby reducing overall model performance. This outcome underscores the potential 

limitations of Lasso in scenarios where the dataset contains a mix of important and less important features that 

all contribute to the prediction task.Ridge Regressionperformed poorly compared to the other methods, with 

the lowest accuracy (0.5000) and precision (0.5000), despite achieving a perfect recall (1.0000). This suggests 

that Ridge was overly sensitive to the inclusion of all features, leading to a model that predicted many false 

positives. The L2 regularization in Ridge tends to shrink coefficients uniformly but does not perform feature 

selection, which may explain its suboptimal performance in high-dimensional settings where irrelevant 

features abound. Ridge’s results highlight the potential downsides of using L2 regularization alone in complex, 

high-dimensional data environments. 

d. Neural Network vs. Traditional Methods: The Dropout Neural Network outperformed all traditional 

regression techniques, with the highest metrics across all evaluation criteria (Accuracy: 0.8400, Precision: 

0.8542, Recall: 0.8200, F1-Score: 0.8367). Dropout regularization in neural networks prevents overfitting by 

randomly dropping units during training, which helps the model generalize better, even in high-dimensional 

spaces. This finding suggests that advanced machine learning models, such as neural networks with dropout, 

are capable of effectively managing the challenges posed by high-dimensional datasets, making them a strong 

alternative to traditional regression approaches. 

 

IV. Discussion 

 

1) The objective of this study was to evaluate the impact of advanced regularization techniques—specifically 

Lasso, Ridge, and Elastic Net—on model performance in high-dimensional data settings. Additionally, we 

explored the performance of a Dropout Neural Network (NN) as a comparison to traditional regression methods. 

The results provided key insights into how these models manage the challenges posed by high-dimensionality, 

such as multicollinearity, overfitting, and feature selection. 

Implications for High-Dimensional Data Analysis: The study’s results have several implications for the analysis 

of high-dimensional data: 

Model Selection: When working with high-dimensional datasets, the choice of regularization technique can 

significantly impact model performance. Elastic Net’s superior performance indicates that combining L1 and L2 

regularization can provide a more balanced approach, particularly in datasets with mixed feature relevance. For 

practitioners, this suggests that Elastic Net may often be the best starting point when dealing with high-

dimensional regression problems. 

Feature Selection: Lasso’s ability to perform feature selection was evident, but its lower performance compared 

to Elastic Net and the Dropout NN suggests that a more nuanced approach to regularization may be required. In 
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scenarios where feature selection is critical, Elastic Net might offer a better trade-off by retaining some degree 

of coefficient shrinkage while also selecting the most relevant features. 

Neural Networks: The strong performance of the Dropout Neural Network indicates that neural networks, 

particularly with dropout regularization, are highly effective in high-dimensional settings. This suggests that in 

situations where computational resources allow, and the data is sufficiently complex, neural networks might 

provide superior predictive power over traditional regression models. 

 

V. Limitations and Future Research 

 

While this study provides valuable insights, it also has limitations that should be addressed in future research. 

First, the synthetic nature of the datasets limits the generalizability of the findings to real-world data. Future 

studies should test these models on a variety of real-world high-dimensional datasets to validate the findings. 

Additionally, further research could explore the impact of different hyperparameter settings and the inclusion 

of other advanced regularization techniques, such as group Lasso or adaptive Elastic Net, to see how these 

methods compare in various contexts. 

 

VI. Conclusion 

 

This study demonstrated that in high-dimensional data settings, Elastic Net and Dropout Neural Networks 

outperform Lasso and Ridge Regression in terms of accuracy, precision, recall, and F1-Score. Elastic Net’s 

balanced approach to regularization makes it particularly effective for handling complex datasets with a mix of 

relevant and irrelevant features. However, the Dropout Neural Network outshines traditional methods, 

suggesting that neural networks with dropout regularization are a robust option for high-dimensional data 

analysis. These findings provide a strong foundation for selecting appropriate regularization techniques in high-

dimensional contexts and highlight the potential of advanced machine learning methods in such settings. 
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Abstract : 

The dielectric relaxation study for hydroxyzine hydrochloride (Atarax) and Methanol binary mixture has been 

carried out using the time domain reflectometry (T.D.R.) technique at temperature 283K, 288K, 293K and 298K 

and at different concentration, in the frequency range of 10MHz to 50Ghz. Further, Fourier transform and least 

squares fit method and Debay model have been used to obtain dielectric parameter viz. static permittivity, 

relaxation times. Excess permittivity, excess inverse relaxation time, Kirkwood correlation factor. Bruggeman 

factor and thermodynamic parameters have been obtained from the complex permittivity spectra. The 

investigation shows the systematic change in dielectric parameters of the system with change in temperature 

and concentration. There is almost linear relationship between the values of εs, however τ is nonlinear suggest 

weak intermolecular interaction. And its excess parameters values are positive and negative respectively. fB 

shows small deviation from ideal behavior. The geff values are greater than unity for all temperature suggests 

parallel orientation of electric dipole and gf deviates from unity indicate interaction between two components 

of mixture. The molar enthalpy of activation represents need of energy is nonlinear and entropy also nonlinear.  

Arrhenius shows change in activation energy of the system. The results obtained are used to interpret the 

nature and kind of solute-solvent interaction. 

Keywords: Permittivity, Relaxation Time,Atarax, Methanol, Time Domain Reflectometry, Kirkwood 

correlation factor. 

 

I. INTRODUCTION 

 

The study of the dielectric behavior of liquid is very significant in understanding the structure and molecular 

interactions in the liquid. The dielectric constant specifies the solvent's ability to decrease the field strength of 

the electric field surrounding the charged particle impressed with it. This decrease is then compared with the 

field strength of the charged particle in vacuum [1]. Macroscopic parameters such as dielectric constant have 

been extensively used for explanation of solvent effects. The dielectric constant is one of the fundamental 

properties that must be known to utilize theories of electrolyte solutions [2]. The dielectric constant is an 

important physicochemical parameter, as it is related to many important physical and biological applications [3-

8]. The dielectric constant of a solvent is a relative measure of its polarity and its measurements are often used 

for evaluation of the characteristics of the liquid solutions [9].  

 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 258-266 

 

 

 
259 

II. Experimental 

 

3.1 Chemical and sample preparation: The chemical used in the present work is Atarax C21H29Cl3N2O2 and 

methanol CH3OH are of spectroscopic grade, obtained commercially with 99% purity and used without further 

purification. The solutions were prepared at six different compositions in steps of 20 % by volume. These 

volume fractions are converted to mole fractions for further calculations. Using this volume percentage the 

weight fraction is calculated[1] as 

𝑋𝐴 =
𝑉𝐴𝜌𝐴

[(𝑉𝐴𝜌𝐴)+(𝑉𝐵𝜌𝐵)]
   (1) 

where, VA and VB are the volume and ρA and ρB is the density of liquid A(Atarax) and B (Methanol) respectively. 

3.2 Time domain reflectometry set upand data acquisition: 

The Tektronix DSA8300 sampling oscilloscope sampling main frame with the dual channel sampling module 

80E10B has been used for time domain reflectometry. The sampling module provides 12ps incident and 15ps 

reflected rise time pulse. The coaxial cable used to feed pulse has 50 Ohm impedance, inner diameter of 

0.28mm and outer diameter of 1.19mm. Sampling oscilloscope monitors changes in pulse after reflection from 

end of line. Reflected pulse without sample R1(t) and with sample Rx(t) were recorded in time window of 5 ns 

and digitized in 2000 points. To minimize the signal to noise ratio the signal reflected is obtained from 512 

samples after an optimum average of 100 times for each record. The subtraction [p(t) = R1(t) – Rx(t)] and 

addition [q(t) = R1(t) + Rx(t)] of these pulses are done in oscilloscope memory. These subtracted and added 

pulses are transferred to PC through compact disc for further analysis.[2] 

3.3 Data analysis:  

The time dependent data were processedto obtain complex reflection coefficient spectra,       ρ*(ω) over the 

frequency range from 10 MHz to 50 GHz using Fourier transformation[3,4] as 

𝜌∗(𝜔) = [
𝑐

𝑗𝜔𝑑
] [

𝜌(𝜔)

𝑞(𝜔)
]   (2) 

Where, ρ(ω) and q(ω) are Fourier transforms of [R1 (t) - Rx (t)] and [R1 (t) + Rx (t)], respectively. C is the 

velocity of light, ω is angular frequency and d is the effective pin length and j = root (-1). The complex 

permittivity spectra[5] 𝜀∗(𝜔) were obtained from reflection coefficient spectra 𝜌∗(𝜔) by applying a bilinear 

calibration method. The experimental values of 𝜀∗(𝜔) are fitted by Debye equation [6].   

𝜀∗(𝜔) = 𝜀∞ +
𝜀0−𝜀∞

1+𝑗𝜔𝜏
   (3) 

where, ε0, ε∞ and τ as fitting parameters. The value of ε∞ was kept to be constant as the fitting parameters are 

not sensitive to ε∞. A non-linear least squares fit method[7] used to determine the values of dielectric 

parameters. 

3.4 Excess permittivity and excess inverse relaxation time: 

Information regarding to solute- solvent interaction may be obtained by excess properties[8] i.e. static dielectric 

constant and relaxation time in the mixtures. The excess permittivity is defined as[9] 

𝜀0
𝐸 = (𝜀0)𝑚 − [(𝜀0)𝐴𝑋𝐴 + (𝜀0)𝐵𝑋𝐵] (4) 

Where, X is the mole fraction and the subscript m, A and B represent mixture, solute and solvent respectively. 

The excess permittivity provides qualitative information about multimer formation in the mixture 

and, the excess inverse relaxation time defined as 

(
1

𝜏
)
𝐸
= (

1

𝜏
)
𝑚
− [(

1

𝜏
)
𝐴
𝑋𝐴 + (

1

𝜏
)
𝐵
𝑋𝐵] (5) 
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Where, (
1

𝜏
)
𝐸

is the excess inverse relaxation times, which represent the average broadening of dielectric spectra. 

Information regarding the dynamics of solute solvent interaction obtained from this excess property is as[10] 

3.5 The Bruggeman factor: 

Bruggeman mixture formulae[11,12] can be used as evidence of molecular interaction in binary mixture. The 

Bruggeman modified equation for mixture is given by expression. 

𝑓𝐵 = (
𝜀0𝑚−𝜀0𝐵

𝜀0𝐴−𝜀0𝐵
) (

𝜀0𝐴

𝜀0𝑚
)

1

3
= 1 − ∅𝐵 (6) 

According to this equation linear relationship is expected which will give a straight line when fB plotted 

against∅𝐵. Any deviation from this linear relation indicates molecular interaction. 

3.6 The Kirkwood Correlation factor: 

Kirkwood correlation factor[13] ‘g’ is also a parameter containing information regarding orientation about 

parallel or antiparallel alignment of dipoles. The effective angular correlation geff between molecules is 

calculated using modified form of equation. 

4𝜋𝑁

9𝐾𝑇
[
𝜇𝐴
2𝜌𝐴𝜑𝐴

𝑀𝐴
+

𝜇𝐵
2𝜌𝐵𝜑𝐵

𝑀𝐵
] 𝑔𝑒𝑓𝑓 =

(𝜀0𝑚−𝜀∞𝑚)(2𝜀0𝑚−𝜀∞𝑚)

𝜀0𝑚(𝜀∞𝑚+2)
2   (7) 

Where µ is the dipole moment in Debye, ρ is the density at temperature T. M is molecular weight, K is 

Boltzmann constant, N is Avogadro’s number, ∅𝐴is volume fraction of liquid A, ∅𝐵 is volume fraction of liquid 

B. 

The Kirkwood Correlation factor g is also a parameter containing information regarding orientation of electric 

dipole in polar liquids. The g for the pure liquid is given by the expression  
4𝜋𝑁𝜇2𝜌

9𝐾𝑇𝑀
𝑔 =

(𝜀𝑠−𝜀∞)(2𝜀𝑠+𝜀∞)

𝜀𝑠(𝜀∞+2)
2     (8) 

Where µ is the dipole moment, ρ is the density at temperature T, M is the molecular weight, K is the 

Boltzmann constant, and N is Avogadro number[14]  

3.7 Thermodynamic parameters:    

The thermodynamic parameters such as molar energy of activation∆H and molar entropy of activation ∆S were 

obtained by using the Eyring rate equation[15]  

 

𝜏 = (ℎ/𝑘𝑇)𝑒𝑥𝑝[(∆𝐻 − 𝑇∆𝑆)/𝑅𝑇]      (9) 

 

III. Result and Discussion 

 

4.1 Permittivity and Relaxation Time: 

The static permittivity (ε0) and relaxation time (τ) for the binary mixture as given in Table1, obtained by fitting 

experimental data with the Debye equation at four different temperatures are shown in figs. 1 and 2 

respectively. In this study, the variation in the static permittivity and relaxation time with Atarax of Methanol 

are shown. It shows nonlinear variation after 60% of mole fraction of ethanol in the solution with change in 

mole fraction. This suggests that the intermolecular association is taking place in this region. 
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Figure 1: Variation of static dielectric constant (εs) as a function of mole fraction of Methanol at temperatures 

283, 288, 293 and 298K. 

 
Figure 2: Variation of relaxation time (τ) as a function of mole fraction of Methanol at temperatures 283, 288, 

293 and 298K. 

 

4.2 Excess Permittivity and Excess Inverse Relaxation Time: 

The variation of Excess permittivity (εE) and Excess inverse relaxation time with change in mole fraction of 

Methanol at different temperatures is shown in fig (3) and (4) 

The variation of excess permittivity (ε0E) and excess inverse relaxation time (1/τ)Ewith the mole fraction of 

Methanol with Atarax at different temperature is shown in figs. 3 and  4. The excess permittivity, values are 

positive for all concentrations of Ethanol in Atarax at all temperature. Except at 283K for 20% of Methanol. 

This indicates parallel alignment of dipole in the system and formation of monomer, which increases total 

number of dipoles. 

From figure (3) it can be seen that (εs)Eis positivefor all concentration of Methanol in the mixture for all 

temperature studied. This indicates that the molecules of mixture may form multimers structures in such a way 

that the effective dipoles get reduced. This is due to the opposite alignment (antiparallel) of the dipoles in the 

mixture. 

The behavior in (1/τ) Eis quite different as can be seen from figure (4) the all values of (1/τ) Eare positive, but for 

lower concentration of Methanol increases and then decreases at higher concentration of Methanol at all 

temperatures. This suggests that at lower concentration of Methanol the molecular interaction produces 

hindering field making effective dipole rotation slower. But at higher concentration of Methanol the molecular 

interaction produces a cooperative field and the effective dipoles have more freedom of rotation. 

30

40

50

60

70

0 0.2 0.4 0.6 0.8 1

Mole Fraction of Methanol

283K 288K
293K 298K

45

55

65

75

85

95

105

0 0.5 1

t

Mole fraction of Methanol

283 K 288 K



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 258-266 

 

 

 
262 

 
Figure 3:  Variation of excess permittivity (𝜀sE) as a function of mole fraction (x2) of Methanol at temperatures 

283, 288, 293 and 298K. 

 
Figure 4:  Variation of excess inverse relaxation time (1/τ) E, as a function of mole fraction (x2) of Methanol at 

temperatures 283, 288, 293 and 298K. 

4.3 The Bruggeman factor:  

The experimental values together with ideal and theoretical values of Bruggeman factor plotted against volume 

fraction of Methanol in the mixture are as shown in figure (5). It can be seen from this plot that fB shows a 

deviation from the ideal Bruggeman behavior. This confirms the intermolecular interaction in the mixture. 

 
Figure 5: The Bruggeman plot for Atarax + Methanol. 

4.4 The Kirkwood correlation factor: 

The structural information about the liquids from the dielectric relaxation parameter may be obtained using the 

Kirkwood correlation factor gf. This factor is also a parameter for obtaining information regarding orientation of 

electric dipoles in polar liquids. The values of geff are given in table 2 and shown in fig. (6). 

The variation in gf with change in volume fraction of Methanol are given in table 2 and shown in fig (7).  The 

amount of solute – solvent interaction can be accessed using these parameters.  
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The geff values confirm the formation of hydrogen bonding in pure Atarax system. These values are greater than 

unity at all temperatures suggesting parallel orientation of electric dipoles.  The corresponding values for 

Methanol indicate weak dipole-dipole interaction. This results the formation of antiparallel arrangement of 

dipoles in the pure system of Methanol at 80% and 100% [7]. From table 2 the value of gf is unity for an ideal 

mixture and deviation from unity may indicate interaction between two components of the mixture. The gf 

value less than one indicates that the dipoles of mixture will be oriented in such a way that the effective dipole 

will be less than the corresponding values of pure liquid [8-10].  

 
Figure 6: Variation of Kirkwood correlation factor geff with variation of volume fraction of Methanol in Atarax 

at temperatures 283, 288, 293 and 298K. 

 
Figure 7: Variation of Kirkwood correlation factor gf with variation of volume fraction of Methanol in Atarax at 

temperatures 283, 288, 293 and 298K. 

The geff values can be observed from fig.6 are greater than unity for this binary mixture at all temperature, 

suggesting parallel orientation of electric dipole. 

The gf values can be observed from fig. 7 are closure to unity for this binary mixture at all temperature, 

suggesting stronger interaction between the molecules. 

4.5 Thermodynamic parameters:    

The values of molar enthalpy of activation (∆H) and molar entropy of activation (∆S) at different 

concentrations determined using Eyring rate equation [42] are listed in table (3). The variation of molar 

enthalpy of activation and molar entropy of activation with increase in volume fraction of Methanol in the 

mixture are shown in fig (8). The Arrhenius plot for Atarax + Methanol system is shown in fig (9) 

From table (3) it can be seen that the molar enthalpy of activation (∆H) [30] increases with increase in volume 

fraction of Methanol in Atarax from -2.64 KJ/mol up to 18.46 KJ/mol. This means that more energy is needed 

for group dipole reorientation with increase in volume fraction of Methanol in the mixture. Negative value of 

molar entropy of activation (∆S) with volume fraction of Methanol indicates relatively high ordered 

arrangement of molecules in the activated state[16-19].  
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Figure 8: Enthalpy (∆H) and Entropy (∆S) of Atarax + Methanol Binary mixture. 

The positive values of enthalpy with increasing concentration of Methanol suggest less energy is required to 

achieve group dipole reorientation.  

 
Figure 9: Arrahenius plot of Atarax + Methanol Binary mixture. 

Arrhenius plot for the system is shown in fig (9) The Arrhenius plot is almost linear for this system. The linear 

nature of Arrhenius plot shows that equivalent incremental change in temperature causes equivalent changes in 

values of activation enthalpy (∆H) in temperature range under consideration. The slope of Arrhenius plot 

changes with concentration, which shows the change in activation energy of the system [20, 21]. The 

temperature dependence of relaxation time follows Arrhenius behavior. 

The slope of Arrhenius plot changes with concentration. This shows the change in activation energy of the 

system. The temperature dependence of relaxation time follows Arrhenius behavior [22]. 

Table: 1.: Temperature dependent dielectric parameters for binary mixture of Atarax + Methanol. 

Mole Fraction of Methanol 

283 K 288 K 293 K 298 K 

εs τ (ps) εs τ  (ps) εs τ (ps) εs τ (ps) 

0 63.4 105 63.55 105.2 62.58 105.4 61.44 105.5 

0.6626 52.86 82.05 52.76 82.09 52.72 82.13 53.21 78.02 

0.8396 51.64 81.78 50.15 81.75 50.32 73.9 49.11 51.28 

0.9218 48.69 73.62 47.9 70.22 47.2 63.87 46.77 51.08 

0.9691 42.25 63.67 41.16 59.77 41.1 55.48 41.02 51.81 

1 33.27 56.25 32.03 51.7 31.69 49.94 32.12 48.81 

 

Table 2: Kirkwood Correlation factor (geff) and (gf) for Atarax + Methanol 

Volume fraction of Methanol 
283K 288K 293K 298K 

geff gf geff gf geff gf geff gf 

0 24.63 1 25.13 1 25.17 1 25.13 1 

0.2 3.46 0.92 3.51 0.92 3.57 0.93 3.66 0.95 
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0.4 1.83 1.00 1.81 0.98 1.85 1.00 1.83 0.98 

0.6 1.18 1.07 1.18 1.07 1.18 1.07 1.19 1.06 

0.8 0.77 1.07 0.76 1.07 0.78 1.08 0.79 1.08 

1 0.48 1 0.47 1 0.48 1 0.49 1 

 

Table: 3. Activation Enthalpy (ΔH) and Entropy (ΔS) of Atarax + Methanol binary mixture for various 

concentrations. 

Volume fraction of Methanol 
ΔH 

(KJ/mole) 

ΔS 

(KJ/mole) 

0 -2.636 -0.062 

0.2 5.520 -0.032 

0.4 11.909 -0.098 

0.6 8.864 -0.019 

0.8 7.298 -0.023 

1 4.069 -0.033 

 

IV. Conclusion 

 

The static permittivity and relaxation time both decreases with increasing concentration of Methanol, indicates 

molecules rotate easily, which leads to decrease in relaxation time. 

The excess permittivity (ε0E) values are positive and more deviation in Methanol rich region shows strong 

monomeric structure form in this region. The values of excess inverse relaxation time (1/τ)Eshows effective 

dipole rotate slowly. The Bruggeman factor fBshows a small deviation to lower side from the ideal Bruggeman 

behavior at 20% of volume fraction of Methanol, indicate reduction of effective volume value of Bruggeman 

parameter get larger than one. This confirms the weak intermolecular interaction in the mixture in this region 

and in remaining region strong interaction.. 

. The geffvalues in the Methanol dominate region confirm antiparallel orientation of electric dipoles. The values 

of gf deviates from unity indicate interaction between two components of mixture. The molar enthalpy of 

activation represents need of energy is nonlinear and entropy also nonlinear. Arrhenius shows change in 

activation energy of the system. The results obtained are used to interpret the nature and kind of solute-solvent 

interaction. 
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Abstract : 

Titanium dioxide (TiO₂) nanoparticles have gained significant attention in dye-sensitized solar cells and other 

nano-applications due to their unique properties, including high stability, non-toxicity, and strong 

photocatalytic activity. This paper studies the synthesis of TiO₂ nanoparticles by simple sol-gel technique and 

their role in enhancing the performance of dye-sensitized Solar Cells (DSSCs). Characteristics of TiO₂ 

nanoparticles, including structural, morphological, optical, and surface property analyses, and the importance 

of these characterization techniques in optimizing the performance of TiO₂ nanoparticles for specific 

applications are also discussed.  

Keywords:Titanium dioxide, nanoparticles, DSSCs 

 

I. INTRODUCTION 

 

In a typical DSSC, light photons are absorbed by a sensitizer, which is adsorbed to the surface of wide band gap 

semiconductor oxide. The sensitized nanoparticles of the semiconductor in combination with the electrolyte 

and counter electrode produce the regenerative cycle of photoelectrochemical cells [1]. In the literature, typical 

components of Dye-Sensitized Solar Cells (DSSCs), 

• Most often doped or undoped Titanium oxide (TiO2) has been used as the wide band gap semiconductor 

oxide, working as an anode 

• Ruthenium complex dye is the most common and successful dye,  

• Iodine tri-iodide is observed to be the traditionally used electrolyte whereas,  

• Platinum-coated FTO is frequently used as a cathode [1].  

In our previous studies, Al-doped TiO2 photo anode had been proven to be fruitful in incrementing the 

photovoltaic parameters i.e., photocurrent and efficiency of the DSSC [2-4]. 

Titanium dioxide (TiO₂) is a widely studied material for its extensive range of applications, especially in 

renewable energy. Its applications in dye-sensitized solar cells (DSSCs) have shown promising potential for the 

development of cost-effective and efficient solar energy conversion devices. The properties of TiO₂ 

nanoparticles, which are closely related to their size, shape, surface area, and crystal structure, can be tailored 

through precise synthesis methods. However, to fully understand and utilize these properties, comprehensive 

characterization is essential. The focus of this research is on the synthesis of TiO₂ nanoparticles, to review the 

key characterization techniques for TiO₂ nanoparticles and application in DSSCs. 
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II. METHODS AND MATERIAL:Synthesis of TiO₂ Nanoparticles 

 

AThe synthesis of TiO₂ nanoparticles is crucial for their application in DSSCs, as the nanoparticles' properties 

significantly influence the solar cells' efficiency. Various methods have been developed to synthesize TiO₂ 

nanoparticles, including: 

2.1. Sol-Gel Method 

The sol-gel process is one of the most commonly used methods for synthesizing TiO₂ nanoparticles. It involves 

the hydrolysis and condensation of titanium alkoxides. This method allows for precise control over the particle 

size and morphology, which are critical factors in optimizing the performance of DSSCs [5]. 

2.2 Hydrothermal Synthesis 

Hydrothermal synthesis involves the crystallization of TiO₂ under high temperature and pressure conditions in 

an aqueous solution. This method produces well-crystallized nanoparticles with controlled size and shape, 

which are beneficial for improving the electron transport in DSSCs [6]. 

2.3 Microwave-Assisted Synthesis 

Microwave-assisted synthesis is a relatively new technique that provides rapid and uniform heating, leading to 

the formation of TiO₂ nanoparticles with high crystallinity and uniform size distribution. This method is 

advantageous due to its shorter reaction time and energy efficiency [7]. 

The sol-gel technique of TiO2 nanoparticle synthesis is the most user-friendly, and energy-saving hence 

environmentally benign and cost-effective. It does not need sophisticated instrumentation. The synthesis 

method is explained many times in the previous research (2-4).  

To experience the usefulness of synthesized nanoparticles the characteristics properties studied are 

morphological and optical, Surface characterization.   

 

III. CHARACTERIZATION OF TiO2 NANOPARTICLES 

 

The structural and optical properties i.e. size, shape, surface area, and crystal structure, can be tailored through 

precise synthesis methods of TiO₂ nanoparticles hence these properties are critical in determining their 

effectiveness in DSSCs. 

Structural Properties of TiO₂ Nanoparticles  

X-ray Diffraction (XRD)- X-ray diffraction (XRD) is a fundamental technique used to determine the crystal 

structure, phase composition, and crystallite size of TiO₂ nanoparticles. XRD patterns provide information 

about the different polymorphs of TiO₂ (anatase, rutile, brookite) and can be used to estimate the crystallite size 

using the Scherrer equation. This technique is crucial for understanding the phase purity and structural 

integrity of the nanoparticles. Diagram 1 shows the XRD characterization of synthesized TiO2 nanoparticles 

using the Sol-gel method. 
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Figure 1: X-ray diffractogram for TiO2 nanoparticles 

 

Figure 1 shows the XRD of the TiO2 nanoparticles synthesized by the Sol-gel method. The largest peak formed 

along (1 0 1) plane confirms the anatase phase formation of TiO2 nanoparticles, according to JCPDS data files 

21-1272 and 21-1276 [24]. The peak (1 1 0) shows the existence of a rutile phase in small amounts in the XRD 

of undoped TiO2 nanoparticles,  

Scanning Electron Microscopy (SEM) and Energy Dispersive X-ray Spectroscopy (EDS) 

Scanning Electron Microscopy (SEM) is used to observe the surface morphology and particle size distribution of 

TiO₂ nanoparticles. SEM provides images with a lower resolution compared to TEM but covers a larger sample 

area, making it useful for studying particle agglomeration and surface texture. SEM can be coupled with 

energy-dispersive X-ray Spectroscopy (EDS) to perform elemental analysis, confirming the composition of the 

nanoparticles. Figure 2 shows the SEM image of the synthesized TiO2 nanoparticles. 

 
Fig. 2: SEM image of Undoped TiO2 nanoparticles 

 

Morphological Characterization: Atomic Force Microscopy (AFM) 

Atomic Force Microscopy (AFM) is employed to study the surface topography of TiO₂ nanoparticles at the 

nanoscale. AFM provides three-dimensional images of the surface, allowing for the measurement of surface 

roughness, particle height, and other morphological features. This technique is particularly useful for 

characterizing nanoparticles deposited on substrates. The surface morphology of TiO2 nanoparticles thin film is 
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revealed in Fig. 3. This image has been obtained in the area of 2*2 µm. The surface roughness of the TiO2 photo 

anodes measured using XEI software is 91.77 nm. 
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Fig. 3: Surface morphology of TiO2 nanoparticles thin film 

 

Optical Characterization- UV-Visible Spectroscopy 

UV-visible spectroscopy is commonly used to study the optical properties of TiO₂ nanoparticles, particularly 

their absorption characteristics. The band gap of TiO₂ nanoparticles can be estimated from the UV-Vis 

absorption spectra, which is essential for applications in photocatalysis and photovoltaics. The absorption edge 

of TiO₂ nanoparticles typically shifts with changes in particle size and crystallinity, providing insights into their 

electronic structure.  

 
Fig. 4a: Absorption spectra of undoped nanoparticles 
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Fig. 4b: Extrapolation curve for TiO2 nanoparticles 

UV-visible spectra of TiO2 is shown in Fig. 4. The optical band gap has been calculated using Equation 1 

(𝛼ℎ𝛾)
1

2 = 𝐵 ∗ (ℎ𝛾 − 𝐸𝑔)……1 

Where B is a constant, Eg is the material's band gap, α is the absorption coefficient and ℎ𝛾 is the photon energy 

[9]. The optical band gap (Eg) was obtained by extrapolating the linear portion of (𝛼ℎ𝛾)
1

2vs ℎ𝛾 plot to α→0. The 

band gap of TiO2 nanoparticles was found as 3.2 eV 

 

APPLICATIONS OF TIO₂ NANOPARTICLES IN DYE-SENSITIZED SOLAR CELLS 

Role in DSSCs 

In DSSCs, TiO₂ nanoparticles serve as the photoanode material, where dye molecules are adsorbed on the 

surface of the nanoparticles. Upon light absorption, the dye injects electrons into the conduction band of the 

TiO₂, which are then transported through the nanoparticle network to the electrode. 

 Efficiency Enhancement 

The efficiency of DSSCs depends on the ability of TiO₂ nanoparticles to facilitate fast electron transport and 

reduce recombination losses. Optimizing the size, morphology, and crystallinity of TiO₂ nanoparticles is key to 

enhancing their photovoltaic performance. 

 Surface Modification and Sensitization 

Surface modification of TiO₂ nanoparticles with co-adsorbents or doping with other materials can enhance 

light absorption and reduce electron-hole recombination. Sensitization with various dyes also plays a crucial 

role in improving the efficiency and stability of DSSCs. 

 

IV. CONCLUSION 

 

TiO₂ nanoparticles have proven to be a vital component in the advancement of dye-sensitized solar cells. 

Continued research in synthesizing and characterizing these nanoparticles will be crucial in overcoming 

current challenges and achieving higher efficiencies, paving the way for the widespread adoption of DSSCs in 

renewable energy. 
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Abstract : 

The study of perovskite compounds of the ABO3 class is an important area of research for scientists due to its 

remarkable features and wide range of uses. Perovskite has the formula ABO3 consisting of elements A and B, 

which can be monovalent, divalent, trivalent, pentavalent, oxygen, and oxygen. Perovskite materials are 

important for advancing microelectronics and communications, solar cells, Light Amplification by Stimulated 

Emission of Radiation (LASER), light emitting diodes (LEDs), and various gas sensors. Furthermore, these 

perovskites have electric, dielectric, ferroelectric, piezoelectric, pyroelectric, magnetic, and thermal properties, 

CMR superconductivity, and photovoltaics properties. This paper reviews the various methods for synthesizing 

oxide perovskites and discusses their applications. 

Keywords: ABO3 Perovskite, Synthesis, Applications 

 

I. INTRODUCTION 

 

ABO3 perovskite compounds are oxide materials that have a general formula of ABO3[2]. These compounds are 

used for various applications such as solid oxide fuel cells, piezo-, ferro-electricity, water splitting, and 

electronic devices[1][5]. Due to their remarkable stability concerning cation substitution, new compounds for 

such applications potentially await discovery[1]. The 12-fold coordinated A site can be occupied with low-

valent and large-sized oxides, and perovskite oxides' physical and chemical properties can be easily tuned 

through their structure flexibility[4]. 

Machine learning methods have been employed to identify perovskites from ABO3 combinations formulated as 

constraint satisfaction problems[3][4]. Liu et al. trained a machine learning model for predicting the formability 

of perovskite with known 397 ABO3 compounds. The model was then used to classify 891 ABO3 compounds 

from[4]. 

These ABO3 perovskite compounds are important materials in various applications such as solid oxide fuel cells, 

piezo-, ferro-electricity, water splitting, and electronic devices. These compounds are highly stable concerning 

cation substitution. Machine learning methods have been employed to identify perovskites from ABO3 

combinations formulated as constraint satisfaction problems.A nanometer is one billionth of a meter, or the 
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distance between two and twenty atoms, depending on the kind of atom. Changing the structure of matter on a 

scale of a few nanometres is called nanotechnology. Depending on whom you ask, it might imply anything 

from 0.1 nm (manipulating the arrangement of individual atoms) to 100 nm or more (anything smaller than 

microtechnology). Richard Feynman initially proposed that materials and electronics may one day be created to 

exact atomic standards in 1959. "As far as I can tell, the laws of Physics do not forbid the possibility of 

influencing things atom by atom." Gustav Rose first described perovskite in 1839. Later, Russian mineralogist L. 

A. Perovski gave the substance the name “perovskite’’ Today, the term "perovskite" refers to a group of 

substances having crystal structures similar to calcium titanate. Perovskites are often oxides, although some 

varieties can also be carbides, nitrides, halides, and hydrides. 

Numerous electro-ceramics devices use oxides of the perovskite type. The most significant examples include the 

use of lead zirconate titanate (PZT) in generators, motors, ultrasonic transducers, actuators, capacitors, and non-

volatile memories, as well as the use of barium titanate (BTO) for positive temperature coefficient resistors and 

multilayer ceramic capacitors. Perovskite structured materials are the subject of much research because of their 

numerous applicability in several sectors [1]. A. Ries et al. created barium strontium titanate powder using the 

polymeric precursor technique, with a Ba/Sr ratio of 80/20. XRD, IR, BET, and SEM were used to describe the 

sample. According to the regulations, barium carbonate should not be used as a secondary phase [2]. 

For the first time, C.N. George et al. produced nanocrystalline barium titanate by a modified combustion 

method in a single step. The phase purity of the nanopowders was investigated using thermogravimetric 

analysis, differential thermal analysis, and Fourier transform infrared spectroscopy. The dielectric 

characteristics were studied as a function of frequency [3]. Y.B. Khollam et al. employed a straightforward 

oxalate precursor method to create barium-strontium titanate (Ba1-xSrxTiO3) particles. The powders formed are 

cubic, highly pure, stoichiometric, sub-micron-sized, with nearly uniform size and shape distribution, 

according to characterization studies on BSTO and BST powders using various physicochemical techniques, 

including micro- and chemical analysis, differential thermal analysis (DTA)/thermo-gravimetric analysis (TGA), 

XRD, FTIR, X-ray fluorescence (XRF), and scanning electron microscopy (SEM). Similar dielectric 

characteristics were displayed by the BST ceramics made from similar particles [4]. M.M. Vijatovi et al. 

investigated the electrical characteristics of ceramics with lanthanum-doped barium titanate. The polymeric 

precursor technique was used to create the ceramic nanopowders. Deeper dielectric properties showed that 

when lanthanum concentration rose, the classical to a diffuse type of BT Ferro-paraphrase transition altered. 

This assumption was supported by the calculated diffuseness factor derived from the modified Curie-Weiss 

equation, which showed that the diffusivity rose as the lanthanum concentration did. One semicircle in the 

impedance study demonstrated that grains contributed to the overall resistivity. However, overlapping was still 

conceivable since a PTCR effect appeared, suggesting the existence of grain boundary resistivity [5]. Wei Li et al. 

[6] investigated the structural and dielectric characteristics of lead-free (Ba1-xCax) (Ti0.95Zr0.05)O3 (x = 0.05-0.40) 

(BCZT) ceramics produced via solid-state reaction. 

Phongthorn et al. investigated the phase development, microstructure, and dielectric characteristics of 

Ba(Zr0.1Ti0.9)O3 ceramics produced by burning. The sample sintered at 1400 C for 2 hours had the best 

morphology, greatest density, highest dielectric constant, and lowest dielectric loss. The Curie temperature, 

lower than BZT made using other techniques, was about 76 0C. Investigations into microstructure, densification, 

and dielectric findings all corroborated [7]. M. Aparna et al. investigated the impact of lanthanum (La3+) doping 

on the electrical and electromechanical characteristics of Ba1-xLaxTiO3and employed combined impedance and 

admittance spectroscopy to assess the impedance data. The resonant and anti-resonant frequencies from vector 
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admittance plots were used to derive the electromechanical parameters. Compared to pure barium titanate, the 

electromechanical coefficients for Ba1-xLaxTiO3 with x = 0–003 were much higher [8].For use in multi-layered 

capacitors, Pramod K. Sharma et al. investigated the dielectric characteristics of tape-cast Ba0.65Sr0.35TiO3 

produced from sol-gel [9].P. A. Shcheglov et al. created a modified sol-gel method for making BaTiO3 and 

PbTiO3 ferroelectric thin films [10]. Dimple P. Dutta et al. investigated the phase development in Fe3+ doped 

BaTiO3nanocrystallites produced sonochemically. Structure, magnetism, and ferroelectric characteristics were 

thoroughly investigated [11]. 

 

II. Perovskites Synthesis Methods 

 

Chemical, physical, and optical production methods all affect the properties of perovskite materials [34]. 

Additionally, they influence the shape and crystal structure of materials. One must select an appropriate 

synthesis (route) technique to create the material with the specified characteristics. 

2.1 Ceramic Method 

When comparing the two methods of the solid-state synthesis approach, mechanical ball milling and high 

energy ball milling, a hand mixer grinder utilizing a motor and a pistol, and high energy ball milling from 100 

rpm to 1000 rpm to get extremely fine size particles are used (12). As a result of the fact that ceramics are 

produced using this method of solid-state synthesis, it is sometimes referred to as the ceramic method.The 

primary raw materials used are carbonates and oxides, which are initially solid and mixed and ground 

repeatedly. At room temperature, these materials do not chemically react with one another, so they are heated 

to high temperatures (700–1500 °C), where chemical reactions occur at a significant rate (13). 

Waindich et al. (2009) [14] observed that the calcination of the materials Ba1-xSrxCo1-yFeyO3 and 

La0.3Ba0.7Co0.2Fe0.8O3 at 1200 °C for 24 hours and 1250 °C for 24 hours and 15 hours, respectively, produced 

undesirable porous materials. As shown by Nagai and colleagues [15], by processing SrCo0.9X0.1O3compounds (X 

as Ni, Cu, Zn, Cr, Fe, Al, Ga, In, Ce, Ti, Zr, Sn, V or Nb), certain compounds developed second phases. This was 

explained by certain cations being poorly soluble in the solid solution. In some instances, it was seen that tiny 

secondary phases formed when Ga was added to La1-xSrxFe1-yGayO3-compounds, producing La2O3 [17], which 

was not entirely incorporated into the A-site. 

In other instances, BaCo0.7Fe0.2Ta0.1O3sintered at temperatures over 900 °C produced pure perovskite structures, 

whereas unreacted precursors persisted at lower temperatures [18]. These examples clearly show that the 

elements of the perovskite crystal structure can also directly impact the sintering process. 

2.2 Co-precipitation 

When a solution containing soluble metal cations is combined with another solution known as a precipitation 

agent, supersaturation conditions are necessary for the co-precipitation technique. Fig. 4 depicts a broad 

schematic of this strategy. Cushing et al. [19] claim that to achieve the desired physical qualities, it is necessary 

to regulate crucial co-precipitation chemical reaction parameters such as temperature, mixing rate, pH, and 

concentration (i.e. morphology and particle size distribution). The co-precipitation process generally produces 

perovskites with high uniformity and purity. This is attributable to carefully monitoring the chemical process 

necessary to produce compounds without a metal cation shortage [20,21]. 

The decreased strontium hydroxide solubility across a wide pH range, which tends not to integrate strontium 

into the perovskite structure during the washing phases, brought attention to the need for precise regulation of 

this chemical reaction [22]. 
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2.3 Sol-gel  

Perovskites are made using several sol-gel procedures, including the Pechini, Alkoxide, and Alkoxide-Salt 

methods. Due to its adaptability in producing perovskite membranes, the Pechini technique became the most 

used for producing perovskites. The Pechini technique, which includes complexing ethylenediaminetetraacetic 

(EDTA)-Citrate before adding ethylene glycol, is the subject of this review. NH3H2O dosage is used to regulate 

pH. This method's key benefits are the high purity and uniformity of perovskite structures, together with 

precise composition control of the end product [23]. A schematic of the metal production process using citric 

acid or EDTA is shown in Figure 5. Six bonds connect the metal cation to EDTA. It has two different kinds of 

electron-donating groups, carboxylic and aliphatic amine. Whencomplex with citric acid, the metal cation 

forms three bonds to hold it together [24]. Chelating agents are employed to stop partial metal segregation in 

the final product, which can be brought on by various interactions between metal ions in the solution [25]. 

Combined with the addition of polyhydroxy alcohol. The chelates get polyesterized when the solution is heated, 

forming a cross-linked chain of metal atoms bound to organic radicals [26]. 

2.4 Hydrothermal Method 

The hydrothermal method is followed under high pressure in autoclaves (15 MPa). It combines high pressures 

with temperatures between the material's critical temperature and the boiling point of water. It is essentially a 

sol-gel approach that can provide superior particle size control [27]. For instance, CaTiO3 was studied at 15 °C  

and 150 °C, as well as uncalcined and calcined materials at 1300 °C [28]. The X-ray pattern analysis revealed 

that neither sample had any contaminants, and the phases had comparable cell characteristics. Therefore, this 

material did not require the calcination stage following the hydrothermal technique [29]. This approach is 

currently being developed. 

 

III. Applications in ABO3 Perovskite Materials 

 

The modification of ABO3 with numerous vacancies may enhance its physical-chemical characteristics, 

improving its performance at catalytic redox processes, energy storage, gas sensors, photovoltaics, etc., 

exhibiting the potential for commercial applications. Due to their desirable qualities, perovskite materials are 

the subject of substantial investigation. The following is a list of some areaswhere perovskite materials are used. 

3.1 Photocatalytic activity 

Jiang Yinwe [30] reported an ABO3 perovskite photocatalyst called BaZn1/3Nb2/3O3 that splits water into H2 and 

O2 when exposed to UV light.Zhi-XianWei [31] reports the photocatalytic activity of LaFeO3 and 

LaFe0.5Mn0.5O3−δ   towards the degradation of methyl orange (MO) under sunlight irradiation. Compared to 

LaFeO3, LaFe0.5Mn0.5O3−δ   has much better photocatalytic activity[36]. Using an external magnetic field, 

LaFe0.5Mn0.5O3−δ   may be recycled and redispersed again.Shuhua Dong [32] investigated the 

photodegradation of methylene blue which exhibits the highest degradation rate of 75% under an irradiation 

time of 150 min. 

3.2 Photovoltaic solar cells 

Ternary oxides, particularly ABO3 type perovskites, have favoured Photoanode-Based Dye-Sensitized Solar 

Cells (DSSC) photoanodes during the past ten years. ABO3 perovskites have firmly established themselves as 

innovative over the conventional photoanode materials for DSSC due to their excellent physiochemical 

properties, supply of excellent photovoltaic performance, and simple modification method by altering the 

atomic composition of their constituents. Its future investigation is restricted by the absence of a review based 
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on ABO3 perovskites. Designing effective photoanode materials for DSSC also requires understanding a 

material's theoretical capabilities [33].B. Mouhib reported theoretical investigations of electronic structure and 

optical properties of S, Se, or Te-doped perovskite ATiO3 (A=Ca, Ba, and Sr) materials for eco-friendly solar 

cells [34].As a result, doped systems' optical conductivity and absorption coefficient are increased in the 

photovoltaic spectrum, particularly for BaTiO3 doped with 2.5% and 5% of Te. This makes BaTiO3Te more 

suitable for solar devices than CaTiO3Te and SrTiO3Te compounds. 

3.3 Other Applications 

Scientists intensively research perovskite materials due to their appealing qualities. The following list includes 

some of the many domains in perovskite materials that are extensively used.  

SJ Skinner's recent developments in perovskite-type materials for solid oxide fuel cell cathodes. e.g., 

Gd0.7Ca0.3Co1−yMnyO3 [23].Uchino K. reported piezoelectric perovskite as Sensors and actuators,e.g., PbZrxTi1-xO3 

[24].Mir LL and Fronteradescribed the use of a ferromagnetic tunnel in an anisotropic sensor and memory 

device as a perovskite material application as Magnetic memory devices; e.g., Pt/La2Co0.8Mn1.2O6/Nb:SrTiO3 

[25].Xu Y and Memmert U. reported Magnetic field sensors based on polycrystalline manganites with the 

application as Magnetic field sensors, e.g., La0.67Sr0.33MnO3 and La0.67Ba0.33MnO3[35] [26].The colossal 

magnetoresistive manganite-based ferroelectric field-effect transistor was researched by Zhao T et al. as an 

Electric field effect device; e.g., the heterostructure of Pb(Zr0.2Ti0.8)O3/La0.8Ca0.2MnO3 [27].Ferroelectric and 

piezoelectric devices, e.g., BaTiO3, PbTiO3 [28].Mitra C, Raychaudhuri studied p-n diode with hole and 

electron-doped lanthanum manganites as Semiconducting electronic devices; e.g., 

La0.7Ca0.3MnO3/SrTiO3/La0.7Ce0.3MnO3 [29]. Munoz JLG reports Bi1-xSrxMnO3 manganites (x = 0.40, 0.50) 

dielectric properties: influence of charge order at room temperature as application as High dielectric constant 

[30].Sleight AW investigated High-temperature superconductivity in the BaPb1-xBixO3 system [31].Manh DH 

and Phong reported La0.7Sr0.3MnO3 and the properties of AC magnetic heating for hyperthermia applications 

[32].Ding R researched Perovskite nanocrystals KNi0.8Co0.2F3 as supercapacitors [33]. 

 

IV. Conclusion 

 

In conclusion, perovskite materials have become a subject of intense research in recent years due to their 

remarkable properties and diverse applications. The ABO3 class of perovskite compounds has proven crucial in 

developing microelectronics, communications, solar cells, gas sensors, lasers, LEDs, and more. The unique 

properties of perovskite materials, including their electric, dielectric, ferroelectric, piezoelectric, pyroelectric, 

magnetic, and thermal properties, make them ideal for various applications. In this review, we have discussed 

different methods for synthesizing oxide perovskites and highlighted their numerous applications. As research 

on perovskite materials progresses, we expect to see even more exciting applications. 
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Abstract : 

The garnet having the general formula Y3VxFe5-xO12 (x= 0.0, 0.2, 0.4 and 0.6) were synthesized using double 

sintering ceramic technique. The samples were characterized by X-ray diffraction technique. The X-ray 

diffraction studies of compositions revealed the formation of single phase cubic structure with lattice constant 

ranging from 12.364 to 12.391 Å up x=0.0 to x= 0.6 (in the step of 0.2). 

The IR spectra of all samples are taken in the range of 300-800cm-1. IR spectra show typical absorption bands 

indicating the garnet nature of samples. 

Keyword: Garnet, Vanadium, structural, IR study. 

 

I. INTRODUCTION 

 

Yttrium iron garnet (YIG) Y3Fe5O12 belongs to a group of magnetic oxides and has received a great deal of 

attention in laser, microwave devices and ultrasonic devices field. They are characterized by magnetic and 

magneto-optical properties. Yttrium iron garnet (YIG) is a microwave ferrite, which in polycrystalline form has 

specific characteristics.  

Garnets are cubic oxides with space group Oh10 and they are characterized by the chemical formula 

{A3}[B2]X(C3)O12, where the different brackets reflect the various oxygen coordination of the A cations while 

the [ ] and ( ) indicate six fold and four fold coordination of the B and C cations, respectively. A can be one of 

the fourteen well known rare earth ions or Yttrium while B and C are the cations like Al, Ga, Cr, etc [1]. 

Yttrium iron garnet is one of the well-known family of ferrimagnetic oxide magnetic materials. In the present 

study, we report our results on the structural properties of vanadium substituted yttrium iron garnet (Y3Fe5-

xVxO12) (x = 0.0 – 0.6) through X-ray diffraction, infrared spectroscopy.  

Pure and substituted yttrium iron garnet has been studied intensively by several researches with a view to 

understand their basic properties. Substituted yttrium iron garnets have been extensively used in wide band 

non reciprocal devices [2,3]. Non-magnetic substitutions in yttrium iron garnet have provoked great interest for 

scientific studies of the effects caused by the magnetic dilutions [4,5]. In general, non-magnetic cations occupy 

two non-equivalence sites with more or less pronounced preference for one site [6]. Non-magnetic ions usually 

occupy octahedral or tetrahedral site.  
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The aim of the present work is to develop sintered material of the vanadium substituted yttrium iron garnet 

(Y3Fe5-xVxO12) and to study the effect of vanadium substitution on the properties of yttrium iron garnet in 

meeting the requirement of device engineers. In the present study, we report our results on the structural 

properties of vanadium substituted yttrium iron garnet. (Y3Fe5-xVxO12) (x = 0.0 – 0.6) through X-ray diffraction, 

infrared spectroscopy measurements.  

Experimental: 

  The samples of V3+ substituted Y3VxFe5-xO12 garnets with x = 0.0 to 0.6 in steps of 0.2 were prepared by well 

known double sintering ceramic method in which a molar ratio of Y2O3, Fe2O3 and V2O3 (all 99.99% pure AR 

grade) were mixed thoroughly in stoichiometric proportions and then ground to very fine powders by using 

agate mortar for about 3 hrs. These mixtures in powder form were pre-sintered in a Indfur Programmable 

muffle furnace at 10000C for 24 hr, and cooled to room temperature slowly at the rate of 20C/min. The samples 

were reground and re-fired at 13500C for 30 hours and slowly cooled to room temperature at the rate of 

20C/min., and then reground for 1 hr. The fine powdered sample was pelletized under the pressure of 5 ton 

/inch2. 

 

II. Result and Discussion: 

 

The room temperature X-ray diffraction patterns (XRD) of vanadium doped yttrium iron garnet Y3Fe5-XVxO12 

(where x = 0.0-0.6 in the step of 0.2) are shown in Fig.1 (a - d). The X-ray diffraction patterns of the garnet 

system shows the Bragg’s peaks belonging to cubic garnet structure the cubic garnet structure can be easily 

observed in all the samples. All the observed reflections (321), (400), (420), (422), (431), (521), (611), (444), 

(640), (642), (800), (842), in the garnet system with the crystalline phases were well indexed using the JCPDS 

powdered diffraction file (card no.43-0507). The XRD patterns show sharp and intense Bragg reflections 

belonging to single phase cubic garnet structure. Using Miller indices and Bragg’s law, the inter planner 

spacing‘d’ values were calculated and same are given in Table 1. It is observed from table 1 that‘d’ values 

increases with increase in vanadium composition x.     

Table: 1 Miller indices (hkl) and Inter planner spacing (d) of Y3VxFe5-xO12. 

Plane d(A) 

(hkl) x=0.0 x=0.2 x=0.4 x=0.6 

(4 0 0) 3.09 3.09 3.09 3.09 

(4 2 0) 2.76 2.76 2.77 2.79 

(4 2 2) 2.52 2.52 2.53 2.53 

(4 3 1) 2.42 2.43 2.42 2.43 

(5 2 1) 2.26 2.26 2.26 2.28 

(6 1 1) 2.01 2.01 2.00 2.00 

(4 4 4) 1.78 1.78 1.79 1.79 

(6 4 0) 1.72 1.72 1.72 1.72 

(6 4 2) 1.65 1.65 1.65 1.65 

(8 0 0) 1.56 1.54 1.55 1.55 

(8 4 0) 1.38 1.38 1.38 1.39 

(8 4 2) 1.35 1.35 1.35 1.35 
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Fig. 1 (a):  XRD patterns of Y3VxFe5-xO12 (x= 0.0) 
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Fig. 1 (b):  XRD patterns of Y3VxFe5-xO12 (x= 0.2) 
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Fig.1 (c):  XRD patterns of Y3VxFe5-xO12 (x= 0.4) 
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Fig.1 (d):  XRD patterns of Y3VxFe5-xO12 (x = 0.6). 

The lattice constant for all the samples of the series Y3Fe5-XVxO12 was calculated using the values of inter 

planner spacing and Miller indices. The values of lattice constant are presented in Table 2. The variation of 

lattice constant ‘a’ of yttrium iron garnet with vanadium substitution is nearly linear. The lattice constant for 

pure yttrium iron garnet (a=12.376 Ǻ) fairly agrees well with the literature data [7]. The increase in lattice 

constant of the present system is due to the replacement of Fe3+ (0.67 A. U.) ions of smaller ionic radii by V3+ 

ions of larger ionic radii (0.74 A0. U.) [8]. Normally, ions of larger radius, when substituted for smaller radius, 

the lattice constant of the system increase. Here, in the present work Fe3+ ions in Y3Fe5-XVxO12 garnet system 
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were replaced by V3+ ions of larger radii this causes the increase in lattice constant of vanadium substituted 

yttrium iron garnet system. 

Table: 2 Lattice constant (a), X-ray density (dx), bulk density (dB) porosity (P) and particle size (t) of Y3VxFe5-

xO12. 

x a(Å) dx(gm/cm3) dB(gm/cm3) P(%) t(μm) 

0.0 12.364 5.187 4.15 19.99 5.60 

0.2 12.372 5.169 4.12 20.29 6.26 

0.4 12.381 5.152 4.07 21.00 6.87 

0.6 12.391 5.133 4.02 21.68 6.11 

 
Fig. 2: Variation of lattice constant ‘a’ with composition (x) of Y3VxFe5-xO12 (x = 0.0, 0.2. 0.4 & 0.6). 

The X-ray density of the present samples was estimated using the values of experimental lattice parameter and 

molecular weight. Table 2 gives the values of X-ray density as a function of vanadium composition of x. The X-

ray density is inversely proportional to the unit cell volume (a3) and therefore with increase in lattice constant 

X-ray density should decrease. The observed behavior of the X-ray density with vanadium composition x is in 

accordance with the theoretical consideration. Similar behavior of X-ray density was observed in [Al3+] 

substituted yttrium iron garnet [6]  

 
Fig. 3: Variation of X-ray density ‘dx’ with composition ‘x’ of Y3VxFe5-xO12 (x=0.0, 0.2, 0.4 & 0.6). 
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The bulk density of each investigated samples was calculated using the values of mass and volume and are given 

in Table-2 the bulk density decreases uniformly with the vanadium substitution. The linear decrease in bulk 

density may be due to increase in the volume with vanadium substitution.   

The percentage porosity (P %) of each sample was calculated from the values of bulk density and X-ray density. 

Table 2 shows the values of porosity as a function of vanadium composition x. It can be seen from table 2 that 

percentage porosity increases with vanadium composition x. The high values of porosity are may be due to high 

sintering temperature effect.  

The crystallite size (t) of all the samples under investigation were calculated from the full width at half 

maximum (FWHM) of the highest intensity peak (420) of the X-ray diffraction pattern using the Scherrer 

formula. The values of particle size for all the composition is listed in Table 2.  

It is observed from Table 2 that crystallite size for all the samples is in micrometer range indicating the bulk 

polycrystalline nature. 

Infrared Spectroscopy 

The infrared spectra of Y3Fe5-XVxO12 are shown in Fig 4. (a-d). The infrared spectra can provide the information 

regarding structure, bond strengths, imperfection and impurities. IR Spectra reveals that observation in wave 

number 300-800 cm-1 are very intense corresponding to allowed fundamental transitions.  

IR spectra show absorption bands near 400 cm-1 and 600cm-1 assigned to the stretching mode YIG tetrahedron, 

Our results are similar to Al3+ substituted yttrium iron garnet synthesized via citrate gel process [9,10]. The IR 

bands at   655 cm-1, 605 cm-1 can be assigned to new per modes whereas the bands at 397 and 424 cm-1 can be 

assigned to new two modes. Similar results are shown by M. Ristic et. al [11].    

 

Table 3: Vibrational band frequency of Y3VxFe5-xO12 for x= 0.0 to 0.4 

 x 
ν1 

(cm-1) 

ν2 

(cm-1) 

ν3 

(cm-1) 

ν4 

(cm-1) 

0.0 655.04 605.15 564.87 424.68 

0.2 656.04 616.06 542.95 399.29 

0.4 656.05 617.56 541.52 403.02 

0.6 655.74 604.58 565.10 451.48 

 

 
(a) 
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(b) 

 
(c) 

 
(d) 

Fig.4 (a-d): Typical IR spectra of Y3VxFe5-xO12 of typical samples x = 0.0, 0.2, 0.4 & 0.6 

 

III. Conclusion: 

 

Taking into consideration the observed experimental results on the structural properties, the following 

conclusions can be drawn. Using ceramic technique the samples of Y3Fe5-XVxO12 are successfully prepared. The 

single phase cubic garnet structure of the prepared samples of Y3Fe5-XVxO12  was confirmed by X- ray diffraction 

analysis. The Lattice constant found to be increases with V3+ substitution. The x - ray density and bulk density 

decreases with vanadium composition x. The IR spectra show vibrational band frequencies. Thus, the 

substitution of non-magnetic vanadium (V3+) in Yttrium iron garnet (YIG) influences greatly the structural 

properties. 
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Abstract : 

Mathematical models have become an indispensable tool in the field of ecology, enabling researchers to analyze 

complex ecological systems and predict their behavior under various conditions. This paper aims to provide an 

overview of the applications of mathematical models in ecology, highlighting their importance in understanding 

population dynamics, species interactions, and ecosystem behavior. 

The paper begins by discussing the different types of mathematical models commonly used in ecological research, 

including ordinary differential equations, partial differential equations, and agent-based models. It then explores 

how these models are employed to study population dynamics, such as predator-prey interactions and 

competition among species. Additionally, the paper delves into the use of mathematical models in biodiversity 

analysis and ecosystem management. 

Case studies are presented to demonstrate the successful application of mathematical models in addressing 

ecological questions. For example, the paper discusses how mathematical modeling has contributed to the 

understanding of the spread of invasive species and the impact of climate change on ecosystems. 

The challenges and limitations associated with developing and interpreting mathematical models in ecology are 

addressed, including the need for more accurate data and the potential for model simplification to lead to 

misleading results. 

Finally, the paper explores emerging trends in mathematical ecology, such as incorporating spatial dynamics and 

eco-evolutionary processes. It proposes future research directions that could enhance the integration of 

mathematics and ecology, including the development of more sophisticated models that better capture the 

complexity of ecological systems. 

Keywords :Population Dynamics, Mathematical Models, Ecosystem, Predator-Prey, Conservation 

 

I. INTRODUCTION 

 

1. Background: 

Understanding population dynamics in ecology is paramount for comprehending the intricate interactions that 

shape ecosystems. Population dynamics refer to the changes in population size and structure over time, 

influenced by factors such as birth rates, death rates, immigration, and emigration. By unraveling these dynamics, 

ecologists can gain insights into species abundance, distribution patterns, and community stability. 
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Key challenges in the field of population dynamics include predicting how populations will respond to 

environmental changes, understanding the mechanisms driving population fluctuations, and assessing the impact 

of human activities on wildlife populations. Questions surrounding the resilience of populations to disturbances, 

the dynamics of predator-prey relationships, and the effects of habitat fragmentation on species survival are 

central to ecological research. 

2. Objectives: 

The primary goal of this research is to explore the role of mathematical models in studying population dynamics 

and their significance in ecological research. By utilizing mathematical modeling techniques, this study aims to: 

• Analyze population trends and predict future population sizes based on different scenarios. 

• Investigate the impact of environmental factors and human interventions on population dynamics. 

• Examine how mathematical models can help in understanding complex interactions within ecological 

communities. 

• Assess the effectiveness of mathematical models in informing conservation strategies and wildlife 

management practices. 

The significance of using mathematical models in studying population dynamics lies in their ability to provide a 

quantitative framework for analyzing complex ecological systems. Mathematical models offer a systematic 

approach to simulate population behaviors, test hypotheses, and make predictions about population trends under 

varying conditions. By integrating mathematical modeling into ecological studies, researchers can gain a deeper 

understanding of population dynamics, enhance conservation efforts, and inform evidence-based decision-

making for sustainable ecosystem management. 

 

II. Literature Review: 

 

1. Historical Perspective: 

Ecological theories related to population dynamics have evolved over time, reflecting a deepening understanding 

of how populations interact with their environment. Early ecological thought, influenced by naturalists like 

Charles Darwin and Alfred Russel Wallace, focused on observations of species abundance and distribution. The 

transition to mathematical modeling in population dynamics marked a significant shift towards quantifying and 

predicting population trends. 

2. Key Concepts and Models: 

Foundational concepts such as exponential growth, logistic growth, and carrying capacity have played a crucial 

role in shaping our understanding of population dynamics. Exponential growth describes unrestricted population 

increase, while logistic growth introduces limiting factors that stabilize population growth at a carrying capacity. 

These concepts form the basis for classical and contemporary mathematical models used in population ecology. 

Classical models like the Lotka-Volterra predator-prey equations and the logistic growth model have been 

instrumental in studying interactions between species and predicting population dynamics. Contemporary 

models, such as agent-based models and spatially explicit models, offer more nuanced approaches to capturing 

the complexities of ecological systems. 

The research conducted by various scholars emphasizes the diverse theoretical foundations and assumptions 

underpinning quantitative approaches to population dynamics and ecology. Studies delve into the intricacies of 

population size dynamics under different ecological limitations, highlighting the importance of mathematical 

modeling in elucidating the mechanisms driving population changes over time. 
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In essence, the historical progression from early ecological theories to sophisticated mathematical models has 

enriched our understanding of population dynamics, paving the way for more precise predictions and informed 

conservation strategies in ecological research. 

 

III. Methods: 

 

1. Data Collection: 

Ecological data used in population modeling can be categorized into two main types: 

Quantitative data: This includes measurements of population size, birth rates, death rates, and environmental 

factors that influence population dynamics. 

Qualitative data: This includes information on species interactions, habitat characteristics, and other factors that 

may affect population dynamics. 

Accurate and relevant data are crucial for the development and validation of mathematical models. Inaccurate 

data can lead to misleading results and hinder the effectiveness of mathematical models in predicting population 

trends and informing conservation strategies. 

2. Mathematical Modeling Techniques: 

Mathematical modeling techniques in population dynamics are based on several principles: 

Differential equations: These equations describe the rate of change of a population over time, based on factors 

such as birth rates, death rates, and environmental conditions. 

Partial differential equations: These equations describe the spatial distribution of populations and their 

interactions with the environment. 

Agent-based models: These models represent individuals or groups of individuals within a population, allowing 

for a more detailed analysis of population dynamics and interactions. 

Other relevant modeling techniques include system dynamics, network analysis, and stochastic models. The 

choice of modeling technique depends on the complexity of the ecological system being studied and the level of 

detail required for understanding population dynamics. 

 

IV. Case Studies: 

 

1. Classic Examples: 

Lotka-Volterra Model: The Lotka-Volterra model, a classic example in population dynamics, has provided 

valuable insights into predator-prey interactions. This model elucidates the cyclical nature of predator and prey 

populations, highlighting the role of feedback mechanisms in regulating population sizes. 

Logistic Growth Model: The logistic growth model, another classic study, introduced the concept of carrying 

capacity to limit population growth. Insights gained from this model include understanding the impact of 

environmental constraints on population stability and growth patterns. 

Insights Gained: These classic models have enhanced our understanding of population dynamics by revealing the 

oscillations, stability, and limiting factors that influence population sizes over time. 

 

 

2. Contemporary Applications: 
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Recent research has applied mathematical models to understand current population dynamics in a variety of 

interdisciplinary studies: 

Single Species Population Models: Recent studies have focused on single species populations, analyzing birth rates, 

death rates, and environmental influences on population growth. These studies provide insights into critical 

thresholds for population sustainability and the effects of external factors on population viability. 

Ecosystem Functioning: Mathematical modeling is widely used to study ecosystem functioning and genetic 

composition changes over time. Recent research delves into the dynamics of population size and genetic 

composition, shedding light on how ecosystems evolve and adapt to changing environments. 

Interdisciplinary Nature: These contemporary applications highlight the interdisciplinary nature of mathematical 

modeling in ecology, bridging biology, mathematics, and environmental science to unravel complex ecological 

systems and inform conservation strategies. 

 

V. Challenges and Future Directions: 

 

1. Limitations of Current Models: 

Existing mathematical models in population dynamics face several challenges and assumptions that impact their 

accuracy and applicability: 

Estimation of Species Interactions: One significant challenge is estimating species interactions from limited data, 

leading to uncertainties in modeling complex ecological relationships. 

Necessity of Simplifications: Models often require simplifications to make them computationally feasible, 

potentially introducing biases and overlooking nuances in ecological systems. 

Handling Uncertainties: Dealing with uncertainties in data inputs and model parameters poses a challenge, 

affecting the reliability of model predictions and hindering decision-making processes. 

Addressing these limitations is crucial to enhance the robustness and predictive power of mathematical models 

in population dynamics. 

2. Emerging Trends: 

Recent advancements in population modeling have opened up new avenues for research and exploration: 

Multispecies Models: Progress has been made in developing multispecies models that capture the interactions 

between multiple species in an ecosystem, offering a more comprehensive understanding of community dynamics. 

Incorporating Ecological Limitations: Models based on recurrent processes enable the study of population 

dynamics under varying intensities of ecological limitations, providing insights into how populations respond to 

environmental constraints. 

Future Research Directions: 

To advance the field of population modeling, potential avenues for future research include: 

Integration of Real-Time Data: Incorporating real-time data streams into models can improve their accuracy and 

responsiveness to dynamic ecological changes. 

Enhanced Spatial Modeling: Developing spatially explicit models that account for habitat fragmentation and 

landscape dynamics can provide a more holistic view of population distributions and movements. 

Exploration of Eco-evolutionary Dynamics: Investigating the interplay between ecological and evolutionary 

processes can offer deeper insights into how populations adapt to changing environments over time. 

By addressing these challenges and embracing emerging trends, researchers can propel the field of population 

modeling towards more nuanced, accurate, and predictive approaches in understanding ecosystem dynamics. 
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VI. Conservation Strategies: 

 

Insights derived from population modeling play a crucial role in shaping conservation strategies and sustainable 

resource management practices: 

• Population Viability Analysis: Mathematical models help assess the viability of populations under different 

scenarios, guiding conservation efforts to prioritize species at risk and implement targeted interventions. 

• Habitat Restoration: By simulating the impact of habitat loss and fragmentation on population dynamics, 

models inform habitat restoration initiatives to enhance biodiversity and ecosystem resilience. 

• Invasive Species Management: Modeling invasive species' spread and impact on native populations aids in 

designing effective management strategies to mitigate ecological disruptions and preserve native 

biodiversity. 

• Climate Change Resilience: Mathematical models predict how populations may respond to climate change-

induced shifts, enabling proactive conservation measures to safeguard vulnerable species and ecosystems. 

The role of mathematical modeling in conservation extends beyond theoretical insights, providing practical tools 

for decision-makers to optimize resource allocation and prioritize conservation actions based on scientific 

evidence. 

 

VII. Conclusion: 

 

1. Summary of Findings: 

Through this research and literature review, key findings have emerged regarding the role of mathematical 

modeling in population dynamics and ecology: 

Mathematical models, such as the Lotka-Volterra and logistic growth models, have provided valuable insights 

into predator-prey interactions, population growth patterns, and carrying capacity limitations. 

Challenges exist in current models, including uncertainties in data estimation, simplifications that may introduce 

biases, and handling uncertainties in model parameters. 

Recent advancements in population modeling include the development of multispecies models and the 

incorporation of ecological limitations to provide a more comprehensive understanding of ecosystem dynamics. 

Mathematical modeling plays a crucial role in informing conservation strategies by assessing population viability, 

guiding habitat restoration efforts, managing invasive species, and enhancing climate change resilience. 

The importance of mathematical modeling in advancing ecological understanding cannot be overstated. These 

models serve as powerful tools for quantifying complex ecological systems, predicting population trends, and 

informing evidence-based conservation practices. 

2. Contributions to the Field: 

This research contributes to the broader field of population ecology by: 

Providing a comprehensive overview of classic and contemporary mathematical models used in population 

dynamics. 

Highlighting the challenges and limitations associated with existing models and proposing avenues for addressing 

these challenges. 

Emphasizing the interdisciplinary nature of mathematical modeling in ecology and its critical role in shaping 

conservation strategies. 
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Suggesting areas for further exploration, such as integrating real-time data into models, enhancing spatial 

modeling techniques, and investigating eco-evolutionary dynamics. 

By shedding light on the significance of mathematical modeling in ecological research and conservation efforts, 

this study aims to inspire further research and innovation in population ecology to address pressing 

environmental challenges and promote sustainable ecosystem management. 
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Abstract : 

In high-dimensional data settings, where features greatly outnumber observations, overfitting becomes a major 

challenge for model generalization. Regularization techniques like L1 (Lasso), L2 (Ridge), ElasticNet, and 

dropout are key to mitigating this issue by constraining model complexity. This paper examines the impact of 

these methods on machine learning models across various domains, such as genomics, finance, and image 

recognition, using both simulated and real-world datasets. 

The results show that L1 regularization improves model interpretability with sparse solutions, while L2 and 

ElasticNet enhance predictive accuracy in noisy environments. Dropout is particularly effective in deep 

learning models, reducing overfitting in large feature spaces. The choice of regularization method largely 

depends on the data and model characteristics, providing insights into selecting the best approach for high-

dimensional data. 

Keywords: Regularization, Lasso, Ridge, ElasticNet, Dropout. 

 

I. INTRODUCTION 

 

The rise of high-dimensional data has transformed various fields, including genomics, finance, and image 

processing, where the number of features often far exceeds the number of observations. While this wealth of 

data provides opportunities for more accurate and comprehensive models, it also introduces significant 

challenges, particularly the risk of overfitting. Overfitting occurs when a model becomes too complex, 

capturing noise rather than the underlying patterns in the data, leading to poor generalization on unseen data. 

Regularization has emerged as a crucial technique to combat overfitting by imposing penalties on model 

complexity, thereby promoting simpler models that generalize better. Traditional regularization methods, such 

as L1 (Lasso) and L2 (Ridge), have been widely used for decades, offering different advantages depending on the 

data structure and the model's requirements. More recent advancements, such as ElasticNet and dropout, have 

further expanded the toolkit available to data scientists, providing more sophisticated ways to balance model 

complexity and performance. 

Despite the widespread adoption of these techniques, there remains a lack of comprehensive understanding 

regarding their comparative effectiveness across different high-dimensional settings. This study aims to fill this 

gap by systematically evaluating the impact of various regularization methods on model performance. We focus 
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on how these techniques influence accuracy, interpretability, and robustness in models trained on high-

dimensional datasets. 

 

II. Material and Method 

 

A. Data Collection: To evaluate the performance of various regression methods in a high-dimensional context, 

we generated synthetic datasets using the `make_classification` function from the `sklearn` library. The 

process involved several key steps: 

a.Defining Dimensionality:We specified a high number of features to simulate a high-dimensional space. The 

chosen 500 number of features ensures that the dataset exhibits the complexity often encountered in real-world 

applications, where many variables are involved. 

b.Determining Sample Size:We generated a substantial 1000 number of samples to provide a robust dataset for 

training and testing the regression models. This large sample size ensures that the models can be effectively 

evaluated across a wide range of scenarios. 

c.Classifying Features:  The features were categorized as follows: 

i. Informative Features: A subset of features was designated as informative, meaning they directly contribute to 

the target variable (the output that the regression model will predict). 

ii. Redundant Features: Some features were generated as linear combinations of the informative features, 

introducing correlation among the predictors but not adding new information. 

iii. Noise Features: A portion of the features was randomly generated to simulate noise, increasing the 

dimensionality without contributing to the prediction task. This setup tests the models' ability to handle 

irrelevant information. 

d.Generating the Dataset: The dataset was synthesized using the `make_classification` function, with the 

parameters tailored to create a high-dimensional, complex dataset suitable for regression analysis. Although 

`make_classification` is typically used for classification tasks, the generated continuous feature data was 

adapted for regression by using the informative and redundant features to predict a continuous target variable. 

e. Target Variable Creation: The target variable (dependent variable) was created by defining a linear 

combination of the informative features, with added noise to mimic real-world data variability. This approach 

allows us to simulate a scenario where the target depends on a subset of the features, testing the ability of 

regression models to identify and use the relevant features effectively. 

 

B. Data Preprocessing:The generated dataset was split into training and testing sets to facilitate the evaluation of 

different regression methods. Feature scaling and normalization were applied where necessary to ensure that 

the models could be appropriately trained and compared. 

By following this method, we created high-dimensional datasets tailored to evaluate the performance of various 

regression models, such as Lasso, Ridge, and Elastic Net, Dropout under controlled conditions. This synthetic 

approach allows for consistent and repeatable experimentation, critical for benchmarking model performance 

in high-dimensional settings. 

 

C.  Model Selection: The study investigates the impact of different regularization techniques on the 

performance of a linear model and a deep learning model, both of which are commonly used in high-

dimensional data settings. 
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a. L1 Regularization (Lasso): Lasso regression is a type of regularization for linear regression models, sometimes 

referred to as L1 regularization. A statistical technique called regularization is used to lessen errors in training 

data that result from overfitting. This formula can be used to reflect this approach: 

Least Absolute Shrinkage and Selection Operator is referred to as Lasso. Because of its usefulness, it is often 

employed in machine learning to handle large dimensional data, since it makes automatic feature selection 

easier. To achieve this, it multiplies the residual sum of squares (RSS) by the regularization parameter (lambda 

or λ) and adds a penalty term to it. The level of regularization is controlled by this regularization parameter. 

Greater lambda values raise the penalty and cause more coefficients to decrease towards zero, which in turn 

lessens or eliminates the significance of some of the the features from the model, resulting in automatic feature 

selection. Conversely, smaller values of lambda reduce the effect of the penalty, retaining more features within 

the model. 

By encouraging sparsity in the model, this penalty can assist prevent multicollinearity and overfitting problems 

in datasets. When two or more independent variables have a strong correlation with one another, this is known 

as multicollinearity, and it can cause issues for causal modeling. Overfit models completely lose utility because 

they will not generalize well to fresh data. Lasso regression is a useful technique for removing independent 

variables from models by setting regression coefficients to zero, hence avoiding potential problems during the 

modeling process. In comparison to other regularization strategies like ridge regression (often referred to as L2 

regularization), model sparsity can also enhance the model's interpretability. 

Mathematical equation of Lasso Regression: 

Residual Sum of Squares + λ * (Sum of the absolute value of the magnitude of coefficients) 

Where, 

λ denotes the amount of shrinkage. 

λ = 0 implies all features are considered and it is equivalent to the linear regression where only the residual sum 

of squares is considered to build a predictive model 

λ = ∞ implies no feature is considered i.e, as λ closes to infinity it eliminates more and more features 

The bias increases with increase in λ 

variance increases with decrease in λ 

b. L2 Regularization (Ridge): A model-tuning technique called ridge regression is applied to any data that 

exhibits multicollinearity. This technique carries out L2 regularization. Predicted values deviate significantly 

from real values when multicollinearity is present, least-squares are impartial, and variances are high.  

The cost function for ridge regression: 

Min(||Y – X(theta)||^2 + λ||theta||^2) 

The penalty term is lambda. The ridge function uses an alpha argument to represent λ in this case. Therefore, 

we are in control of the penalty term by adjusting the values of alpha. The penalty increases with larger alpha 

values, which also results in a decrease in coefficient magnitude.  

It reduces the range. It is therefore employed to avoid multicollinearity. 

It uses coefficient shrinking to lessen the complexity of the model. 

c. ElasticNet (a combination of L1 and L2 penalties): Elastic net is a mixture of the two most prominent 

regularized variations of linear regression: ridge and lasso. Ridge uses an L2 penalty, while lasso uses an L1 

penalty. With elastic net, you don't have to pick between these two models, because elastic net uses both. 
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Overview of Elastic Net Regression 

Zou and Hastie presented Elastic Net Regression in 2005. It is a linear regression approach that incorporates 

two penalty components into the usual least-squares objective function. These two penalty terms represent the 

coefficient vector's L1 and L2 norms, which are multiplied by two hyperparameters, alpha and lambda. The L1 

norm is utilized for feature selection, and the L2 norm for feature shrinkage. 

Mathematical equation of ElasticNet : 

y = b0 + b1*x1 + b2*x2 + ... + bn*xn + e 

Where y is the dependent variable, b0 is the intercept, b1 to bn are the regression coefficients, x1 to xn are the 

independent variables, and e is the error term. The Elastic Net Regression model tries to minimize the 

following objective function: 

RSS + λ * [(1 - α) * ||β||2 + α * ||β||1] 

Where RSS is the residual sum of squares, λ is the regularization parameter, β is the coefficient vector, α is the 

mixing parameter between the L1 and L2 norms, ||β||2 is the L2 norm of β, and ||β||1 is the L1 norm of β. 

d. Dropout:The term “dropout” refers to dropping out the nodes (input and hidden layer) in a neural network 

(as seen in Figure 1). All the forward and backwards connections with a dropped node are temporarily removed, 

thus creating a new network architecture out of the parent network. The nodes are dropped by a dropout 

probability of p. 

Let’s try to understand with a given input x: {1, 2, 3, 4, 5} to the fully connected layer. We have a dropout layer 

with probability p = 0.2 (or keep probability = 0.8). During the forward propagation (training) from the input x, 

20% of the nodes would be dropped, i.e. the x could become {1, 0, 3, 4, 5} or {1, 2, 0, 4, 5} and so on. Similarly, it 

applied to the hidden layers. 

For instance, if the hidden layers have 1000 neurons (nodes) and a dropout is applied with drop probability = 

0.5, then 500 neurons would be randomly dropped in every iteration (batch). 

Generally, for the input layers, the keep probability, i.e. 1- drop probability, is closer to 1, 0.8 being the best as 

suggested by the authors. For the hidden layers, the greater the drop probability more sparse the model, where 

0.5 is the most optimized keep probability, that states dropping 50% of the nodes. 

How does it solve the Overfitting problem? 

In the overfitting problem, the model learns the statistical noise. To be precise, the main motive of training is to 

decrease the loss function, given all the units (neurons). So in overfitting, a unit may change in a way that fixes 

up the mistakes of the other units. This leads to complex co-adaptations, which in turn leads to the overfitting 

problem because this complex co-adaptation fails to generalise on the unseen dataset. Now, if we use dropout, it 

prevents these units to fix up the mistake of other units, thus preventing co-adaptation, as in every iteration the 

presence of a unit is highly unreliable. So by randomly dropping a few units (nodes), it forces the layers to take 

more or less responsibility for the input by taking a probabilistic approach. 

This ensures that the model is getting generalized and hence reducing the overfitting problem. 

Implementation of Dropout 

In the original implementation of the dropout layer, during training, a unit (node/neuron) in a layer is selected 

with a keep probability (1-drop probability). This creates a thinner architecture in the given training batch, and 

every time this architecture is different. 

In the standard neural network, during the forward propagation we have the following equations: 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 293-302 

 

 

 
297 

 
where: 

z: denote the vector of output from layer (l + 1) before activation 

y: denote the vector of outputs from layer l 

w: weight of the layer l 

b: bias of the layer l 

Further, with the activation function, z is transformed into the output for layer (l+1). 

Now, if we have a dropout, the forward propagation equations change in the following way: 

 
So before we calculate z, the input to the layer is sampled and multiplied element-wise with the independent 

Bernoulli variables. r denotes the Bernoulli random variables each of which has a probability p of being 1. 

Basically, r acts as a mask to the input variable, which ensures only a few units are kept according to the keep 

probability of a dropout. This ensures that we have thinned outputs “y(bar)”, which is given as an input to the 

layer during feed-forward propagation. 

 

D.  Training and Hyperparameter Tuning 

Each model was trained on the preprocessed training data with specific regularization techniques. 

Hyperparameter tuning was performed using grid search with cross-validation to identify the optimal 

regularization parameters: 

• Logistic Regression: 

o L1 and L2 regularization strength (alpha=0.1, 1.0  respectively) 

o ElasticNet mixing parameter (ratio between L1 and L2 penalties=0.5) 

• Multilayer Perceptron: 

o Dropout rate (percentage of neurons dropped out 50%) 

o Learning rate (0.001) 

o Number of epochs (20) 

 

 

E. Software and Tools 

Python library was used to implement the models and conduct the analysis.Scikit-learn was used for machine 

learning models and regularization techniques.TensorFlow/Keras was used for building and training the MLP 

model with dropout 
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III. Results 

 

The primary objective of this study is to assess the effectiveness of advanced regularization techniques—

specifically Lasso, Ridge, and Elastic Net regression—on high-dimensional datasets. To do this, we employed a 

systematic model evaluation process designed to measure predictive performance, stability, and interpretability 

under various conditions. The evaluation process involved the following steps: 

a. Performance Metrics: 

i. Mean Squared Error (MSE): The primary metric for evaluating model performance was the Mean Squared 

Error (MSE), which measures the average squared difference between the predicted and actual values. Lower 

MSE values indicate better model performance, reflecting more accurate predictions. 

ii. R-squared (R²): We also reported the R-squared value to understand the proportion of variance in the 

dependent variable that is predictable from the independent variables. A higher R² indicates a better fit. 

iii. Model Complexity: We evaluated model complexity by analyzing the number of non-zero coefficients in 

each model. This measure helps to understand the sparsity induced by different regularization techniques, 

particularly Lasso and Elastic Net, which are designed to perform feature selection. 

 

Table 1:  MSE and R² Score for regression models 

Sr. no. Model MSE R² Score 

1 Lasso 0.179507 0.281971 

2 Ridge 0.143410 0.426360 

3 Elastic Net 0.250002 -0.000006 

4 Dropout NN 0.099205 0.603181 

 

Figure 1 : Coefficient Comparison 

 
 

b. Comparative Analysis: A comparative analysis was conducted to determine the effectiveness of each 

regularization technique across the selected models. This analysis focused on: 

Table 2:  Performance Comparison: 

Model Accuracy Precision Recall F1-Score 

Lasso 0.7600 0.7766 0.7300 0.7526 

Ridge 0.5000 0.5000 1.0000 0.6667 

Elastic Net 0.8300 0.8438 0.8100 0.8265 

Dropout NN 0.8400 0.8542 0.8200 0.8367 
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c.Performance of Regularization Techniques: Our findings highlight significant differences in the effectiveness 

of the regularization techniques under study:Elastic Net emerged as the most effective traditional regression 

technique in handling high-dimensional data. Its combination of L1 and L2 regularization allowed it to strike a 

balance between feature selection and coefficient shrinkage, resulting in high accuracy (0.8300), precision 

(0.8438), recall (0.8100), and F1-Score (0.8265). This suggests that Elastic Net is particularly well-suited for 

scenarios where a mixture of sparse and non-sparse solutions is needed, offering robustness against both 

irrelevant features and multicollinearity.Lasso Regression, while effective, did not perform as well as Elastic Net, 

achieving a lower accuracy (0.7600) and F1-Score (0.7526). The L1 regularization in Lasso tends to aggressively 

reduce some coefficients to zero, which aids in feature selection but may also lead to the exclusion of some 

relevant features, thereby reducing overall model performance. This outcome underscores the potential 

limitations of Lasso in scenarios where the dataset contains a mix of important and less important features that 

all contribute to the prediction task.Ridge Regressionperformed poorly compared to the other methods, with 

the lowest accuracy (0.5000) and precision (0.5000), despite achieving a perfect recall (1.0000). This suggests 

that Ridge was overly sensitive to the inclusion of all features, leading to a model that predicted many false 

positives. The L2 regularization in Ridge tends to shrink coefficients uniformly but does not perform feature 

selection, which may explain its suboptimal performance in high-dimensional settings where irrelevant 

features abound. Ridge’s results highlight the potential downsides of using L2 regularization alone in complex, 

high-dimensional data environments. 

d. Neural Network vs. Traditional Methods: The Dropout Neural Network outperformed all traditional 

regression techniques, with the highest metrics across all evaluation criteria (Accuracy: 0.8400, Precision: 

0.8542, Recall: 0.8200, F1-Score: 0.8367). Dropout regularization in neural networks prevents overfitting by 

randomly dropping units during training, which helps the model generalize better, even in high-dimensional 

spaces. This finding suggests that advanced machine learning models, such as neural networks with dropout, 

are capable of effectively managing the challenges posed by high-dimensional datasets, making them a strong 

alternative to traditional regression approaches. 

 

IV. Discussion 

 

1) The objective of this study was to evaluate the impact of advanced regularization techniques—specifically 

Lasso, Ridge, and Elastic Net—on model performance in high-dimensional data settings. Additionally, we 

explored the performance of a Dropout Neural Network (NN) as a comparison to traditional regression methods. 

The results provided key insights into how these models manage the challenges posed by high-dimensionality, 

such as multicollinearity, overfitting, and feature selection. 

Implications for High-Dimensional Data Analysis: The study’s results have several implications for the analysis 

of high-dimensional data: 

Model Selection: When working with high-dimensional datasets, the choice of regularization technique can 

significantly impact model performance. Elastic Net’s superior performance indicates that combining L1 and L2 

regularization can provide a more balanced approach, particularly in datasets with mixed feature relevance. For 

practitioners, this suggests that Elastic Net may often be the best starting point when dealing with high-

dimensional regression problems. 

Feature Selection: Lasso’s ability to perform feature selection was evident, but its lower performance compared 

to Elastic Net and the Dropout NN suggests that a more nuanced approach to regularization may be required. In 
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scenarios where feature selection is critical, Elastic Net might offer a better trade-off by retaining some degree 

of coefficient shrinkage while also selecting the most relevant features. 

Neural Networks: The strong performance of the Dropout Neural Network indicates that neural networks, 

particularly with dropout regularization, are highly effective in high-dimensional settings. This suggests that in 

situations where computational resources allow, and the data is sufficiently complex, neural networks might 

provide superior predictive power over traditional regression models. 

 

V. Limitations and Future Research 

 

While this study provides valuable insights, it also has limitations that should be addressed in future research. 

First, the synthetic nature of the datasets limits the generalizability of the findings to real-world data. Future 

studies should test these models on a variety of real-world high-dimensional datasets to validate the findings. 

Additionally, further research could explore the impact of different hyperparameter settings and the inclusion 

of other advanced regularization techniques, such as group Lasso or adaptive Elastic Net, to see how these 

methods compare in various contexts. 

 

VI. Conclusion 

 

This study demonstrated that in high-dimensional data settings, Elastic Net and Dropout Neural Networks 

outperform Lasso and Ridge Regression in terms of accuracy, precision, recall, and F1-Score. Elastic Net’s 

balanced approach to regularization makes it particularly effective for handling complex datasets with a mix of 

relevant and irrelevant features. However, the Dropout Neural Network outshines traditional methods, 

suggesting that neural networks with dropout regularization are a robust option for high-dimensional data 

analysis. These findings provide a strong foundation for selecting appropriate regularization techniques in high-

dimensional contexts and highlight the potential of advanced machine learning methods in such settings. 
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Abstract : 

In recent years, advancements in material science have led to the development of magnetic materials with 

tailored properties, particularly M-type nano-hexaferrites. These materials, characterized by their hexagonal 

crystal structure and unique magnetic properties, are highly sought after for applications in electronics, 

telecommunications, and environmental remediation. The synthesis of M-type nano-hexaferrites involves 

various methods such as solid-state reactions, sol-gel processes, hydrothermal synthesis, and co-precipitation, 

each offering distinct advantages. Characterization techniques like X-ray diffraction (XRD), scanning electron 

microscopy (SEM), and vibrating sample magnetometry (VSM) are crucial for understanding these materials' 

structural and magnetic properties. This review consolidates current knowledge on the synthesis, 

characterization, and applications of M-type nano-hexaferrites, highlighting recent advances, challenges, and 

future directions. The insights provided aim to guide researchers in harnessing the full potential of these 

versatile materials for emerging technological applications. 

Keywords: M-type nano-hexaferrites, Synthesis methods, Characterization techniques. 

 

I. INTRODUCTION 

 

In recent years, the field of material science has witnessed significant advancements, particularly in the 

development of magnetic materials with tailored properties for a variety of applications[1]. Among these, M-

type nano-hexaferrites have garnered considerable attention due to their unique magnetic properties, high 

chemical stability, and versatile applications in electronics, telecommunications, and environmental 

remediation[1, 2]. 

M-type hexaferrites, characterized by their hexagonal crystal structure, are ferrites with the general formula 

MFe12O19, where M means Divalent metal ion like Ba2+, Ca2+ etc These materials exhibit extraordinary 

magnetic characteristics, including high coactivity and magneto crystalline anisotropy, which make them ideal 

candidates for high-frequency magnetic applications, permanent magnets, and microwave absorbers. The 

"nano" designation signifies that these materials are engineered at the nanometer scale, where their properties 

can be significantly enhanced or modified compared to their bulk counterparts[3]. 
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The synthesis and characterization of M-type nano-hexaferrites are crucial to exploiting their potential in 

practical applications. Various synthesis methods, including solid-state reactions, sol-gel processes, 

hydrothermal synthesis, and co-precipitation, have been developed to produce M-type nano-hexaferrites with 

controlled size, shape, and magnetic properties. Each method offers distinct advantages and challenges, 

influencing the material's performance and suitability for specific applications[4, 5]. 

Characterization techniques play a pivotal role in understanding and optimizing the properties of these nano-

materials. Techniques such as X-ray diffraction (XRD), scanning electron microscopy (SEM), transmission 

electron microscopy (TEM), vibrating sample magnetometry (VSM), and Mössbauer spectroscopy provide 

critical insights into the structural, morphological, and magnetic properties of M-type nano-hexaferrites[6]. 

This comprehensive review aims to consolidate current knowledge on the synthesis, characterization of M-type 

nano-hexaferrites, highlighting recent advances, challenges, and future directions. By synthesizing recent 

research findings, this review provides a valuable resource for researchers and practitioners seeking to harness 

the full potential of these fascinating materials. Through a detailed examination of synthesis methodologies and 

characterization techniques, this review seeks to offer a clearer understanding of how to effectively design and 

utilize M-type nano-hexaferrites in emerging technological applications. 

 

II. SYNTHESIS METHODS 

 

The synthesis of M-type nano-hexaferrites has been approached using several distinct methods, each offering 

unique advantages and limitations. This section provides a comparative analysis of the most commonly used 

synthesis techniques, including solid-state reactions, sol-gel processes, hydrothermal synthesis, and co-

precipitation, to aid in the selection of the most suitable method for specific applications. 

1. Solid-State Reactions: Solid-state synthesis is one of the most traditional and widely used methods for 

producing M-type hexaferrites. This method typically involves mixing metal oxides or carbonates in 

stoichiometric proportions, followed by high-temperature calcinations[7]. 

Advantages: 

• Simplicity and cost-effectiveness. 

• Scalability for large-scale production. 

• Well-established and straightforward processing. 

Limitations: 

• High temperatures (typically above 1000°C) are required, which can lead to long processing times and 

potential phase segregation. 

• Limited control over particle size and morphology. 

• May require multiple calcinations steps to achieve the desired phase purity. 

2. Sol-Gel Process:The sol-gel method involves the transition of a system from a liquid "sol" (mostly colloidal) to 

a solid "gel" phase, followed by heat treatment to form the nano-hexaferrites[8]. 

Advantages: 

• Allows precise control over composition and homogeneity at the molecular level. 

• Capable of producing fine nanoparticles with uniform size and shape. 

• Lower processing temperatures compared to solid-state methods. 

Limitations: 

• Complexity and higher cost due to the need for various precursors and solvents. 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 303-310 

 

 

 
305 

• Potential for incomplete conversion to the desired phase, requiring additional heat treatment. 

3. Hydrothermal Synthesis:  

 Hydrothermal synthesis involves the reaction of precursors in an aqueous solution under high temperature and 

pressure conditions inside a sealed vessel (autoclave)[9]. 

Advantages: 

• Enables the production of high-purity, well-crystallized nano-hexaferrites. 

• Allows control over particle size and morphology by adjusting reaction parameters. 

• Potential for producing nanostructured materials with tailored properties. 

Limitations: 

• Requires specialized equipment (autoclaves) and controlled conditions. 

• Processing times can be long, and the method may involve high costs. 

4. Co-Precipitation: 

In co-precipitation, metal salts are simultaneously precipitated from an aqueous solution by adding a 

precipitating agent, followed by thermal treatment to form the desired ferrite phase[4]. 

Advantages: 

• Simple and cost-effective with relatively straightforward procedures. 

• Good control over stoichiometry and composition. 

• Capable of producing fine particles with uniform size distribution. 

Limitations: 

• May require careful control of pH and other reaction conditions to achieve phase purity. 

• Post-synthesis heat treatments are often necessary to improve crystallinity and remove impurities. 

5. Other Methods 

a. Microwave-Assisted Synthesis: Utilizes microwave radiation to heat the precursors quickly and uniformly. 

This method can significantly reduce processing time and energyconsumption but requires specialized 

equipment[10]. 

b. Pechini Process: Involves the formation of metal-organic resins followed by calcination. This method 

provides fine control over composition and particle size but can be complex and costly[11]. 

c. Combustion Synthesis: Uses an exothermic reaction between oxidizers and fuels to rapidly produce ferrites. 

This method can yield highly crystalline materials but may result in uneven particle sizes and require careful 

handling. 

 

III. CHARACTERIZATIONTECHNIQUES 

 

Characterization of M-type nano-hexaferrites is crucial for understanding their structural, morphological, and 

magnetic properties. Various techniques are employed to provide comprehensive insights into these materials. 

This section reviews and compares the most commonly used characterization methods, including X-ray 

diffraction (XRD), scanning electron microscopy (SEM), transmission electron microscopy (TEM), vibrating 

sample magnetometry (VSM), and Mössbauer spectroscopy. 

X-Ray Diffraction (XRD): XRD is a fundamental technique used to determine the crystalline structure and 

phase composition of M-type nano-hexaferrites. It provides information about lattice parameters, crystal 

symmetry, and phase purity[12]. 
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Advantages: Provides detailed information on crystal structure and phase identification. Can detect phase 

impurities and changes in crystallinity. Non-destructive and applicable to various sample types. 

Limitations: Limited resolution for distinguishing between phases with similar diffraction patterns. 

Requires samples to be in a powdered form, which may not always represent the true morphology. 

Scanning Electron Microscopy (SEM) 

SEM is used to observe the surface morphology and particle size of nano-hexaferrites. It provides high-

resolution images of the sample’s surface topography[13]. Advantages: Offers detailed images of surface 

morphology and particle size distribution. Can provide information on particle shape and aggregation. 

Relatively fast and easy to use. 

Limitations: Limited to surface analysis; does not provide information on internal structure. 

Requires sample coating for non-conductive materials, which may alter the sample. 

Transmission Electron Microscopy (TEM) 

TEM provides high-resolution images of the internal structure of nano-hexaferrites at the atomic scale. It is 

used to determine particle size, shape, and crystallinity[14].Advantages:Offers atomic-resolution imaging and 

can analyze the internal structure.Provides information on particle size, shape, and crystallinity. 

Can be coupled with energy-dispersive X-ray spectroscopy (EDX) for elemental analysis[15]. 

Limitations:Requires thin sample sections, which may not always be representative of bulk properties.High cost 

and complexity of operation; requires sample preparation that can alter the material. 

Vibrating Sample Magnetometry (VSM): VSM is used to measure the magnetic properties of nano-hexaferrites, 

including magnetic hysteresis, coercivity, and saturation magnetization[16]. 

Advantages:Provides comprehensive magnetic property data, including hysteresis loops. 

Can measure a wide range of magnetic properties. 

Relatively straightforward and quantitative. 

Limitations:Limited to measuring bulk magnetic properties; may not capture variations at the 

nanoscale.Requires relatively large sample sizes compared to other techniques. 

Mossbauer Spectroscopy 

Mössbauer spectroscopy provides information on the hyperfine interactions within the material, giving insights 

into the local magnetic environment and valence states of iron ions in nano-hexaferrites[17].Advantages:Offers 

detailed information on magnetic and electronic environments at the atomic scale.Can distinguish between 

different iron sites and their magnetic interactions.Provides insights into magnetic ordering and hyperfine 

interactions.Limitations:Requires specific isotopes (e.g., Fe-57) and specialized equipment.Analysis can be 

complex and requires expertise in interpreting spectra. 

Fourier-Transform Infrared Spectroscopy (FTIR):Used to identify functional groups and bonding in the 

material. While not specific to magnetic properties, it provides complementary information on chemical 

bonding and composition[18]. 

Raman Spectroscopy:Useful for studying vibrational modes and structural changes in the ferrites. It can provide 

insights into the phonon modes and crystallinity[19]. 

Brunauer-Emmett-Teller (BET) Surface Area Analysis:Measures surface area and porosity, which can influence 

magnetic properties and applications[20]. 
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IV. APPLICATIONS 

 

M-type nano-hexaferrites, with their unique magnetic and structural properties, have found diverse 

applications across various fields. Their high magnetic anisotropy, stability, and tunable properties make them 

suitable for several advanced technological applications. This section reviews the key applications of M-type 

nano-hexaferrites, highlighting their roles in electronics, telecommunications, environmental remediation, and 

medical technologies. 

High-Frequency Devices: M-type nano-hexaferrites are extensively used in high-frequency applications due to 

their high magnetic permeability and low dielectric losses. They are crucial components in microwave devices 

such as filters, antennas, and circulators. Their ability to operate efficiently at high frequencies makes them 

ideal for satellite communications and radar systems[21]. 

Permanent Magnets: Due to their high coercivity and saturation magnetization, M-type nano-hexaferrites are 

used in the production of permanent magnets. These magnets are utilized in various applications, including 

electric motors, generators, and magnetic actuators, where strong and stable magnetic fields are required[22]. 

Magnetic Recording Media: The high magnetic anisotropy of M-type nano-hexaferrites makes them suitable for 

magnetic recording media. They are used in hard disk drives and other storage devices where data needs to be 

recorded and retrieved with high precision and stability[23]. 

Microwave Absorbers: M-type nano-hexaferrites are employed as microwave absorbers in telecommunications. 

Their ability to absorb electromagnetic waves helps in reducing signal interference and improving the 

performance of communication systems. They are used in stealth technology and electromagnetic shielding[24]. 

RF and Microwave Components: In radio-frequency (RF) and microwave applications, M-type nano-

hexaferrites are used in components like phase shifters, isolators, and circulators. These components are critical 

in controlling and directing RF signals in communication networks[25]. 

Water Treatment: The high surface area and magnetic properties of M-type nano-hexaferrites make them 

effective in water treatment applications. They are used for the removal of contaminants and heavy metals from 

wastewater through magnetic separation processes. Their ability to be easily recovered from water using an 

external magnetic field enhances their efficiency in environmental cleanup[26]. 

Air Purification: M-type nano-hexaferrites are also explored for air purification applications. They can be used 

in filters and catalysts to remove pollutants and particulate matter from the air, contributing to improved air 

quality[27]. 

Magnetic Hyperthermia: In cancer treatment, M-type nano-hexaferrites are investigated for magnetic 

hyperthermia. This technique involves the use of magnetic nanoparticles to generate localized heat in response 

to an alternating magnetic field, which can destroy cancer cells while minimizing damage to surrounding 

healthy tissue[28]. 

Magnetic Resonance Imaging (MRI): The high magnetic properties of M-type nano-hexaferrites make them 

potential candidates for MRI contrast agents. They can enhance the contrast and resolution of MRI images, 

aiding in more accurate diagnosis and imaging of internal tissues and organs[29]. 

Drug Delivery Systems: M-type nano-hexaferrites are being explored for targeted drug delivery systems. Their 

magnetic properties can be utilized to guide and control the release of therapeutic agents at specific sites within 

the body, improving the efficacy of treatments and reducing side effects[30]. 
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Battery Technologies: The high magnetic properties and stability of M-type nano-hexaferrites can be 

advantageous in energy storage applications, such as in the development of high-performance batteries. Their 

use in battery electrodes can improve energy density and cycling stability[31]. 

Fuel Cells: M-type nano-hexaferrites are also studied for their potential use in fuel cells. Their catalytic 

properties can enhance the efficiency and performance of fuel cells, contributing to more sustainable energy 

conversion technologies[32]. 

 

V. CONCLUSIONS 

 

M-type nano-hexaferrites have emerged as highly promising materials due to their exceptional magnetic 

properties, chemical stability, and versatility in various applications, including high-frequency devices, 

permanent magnets, and environmental remediation technologies. The choice of synthesis method plays a 

critical role in determining the size, morphology, and magnetic behavior of these materials, while advanced 

characterization techniques offer invaluable insights into their properties. Despite significant progress, 

challenges such as controlling phase purity, optimizing synthesis conditions, and scaling production remain. 

Future research should focus on refining synthesis techniques, enhancing characterization methods, and 

exploring new applications to fully exploit the potential of M-type nano-hexaferrites in advanced technological 

fields. This review provides a comprehensive understanding of the current landscape and future possibilities, 

serving as a valuable resource for further innovation in the field of magnetic materials. 
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Abstract : 

Perovskite compounds of the ABO3 class are an area of research with significant potential due to their 

remarkable properties and wide range of uses. The ABO3 formula consists of elements A and B, which can be 

monovalent, divalent, trivalent, pentavalent, oxygen, and oxygen. Perovskite materials are crucial for the 

development of microelectronics and communications, solar cells, Light Amplification by Stimulated Emission 

of Radiation (LASER), light emitting diodes (LEDs), and various types of gas sensors. Additionally, these 

perovskites exhibit electric, dielectric, ferroelectric, piezoelectric, pyroelectric, magnetic, and thermal 

properties, CMR superconductivity, and photovoltaic properties. In this review, we discuss the various methods 

for synthesizing oxide perovskites and highlight their applications in different fields. The review aims to 

provide a comprehensive understanding of the synthesis and application of ABO3 perovskite compounds. 

Keywords: ABO3 Perovskite compounds, Synthesis, Applications 

 

I. INTRODUCTION 

 

ABO3 perovskite compounds are oxide materials that have a general formula of ABO3[2]. These compounds are 

used for a variety of applications such as solid oxide fuel cells, piezoelectricity, ferroelectricity, water splitting, 

and electronic devices[1][5]. Due to their remarkable stability with respect to cation substitution, new 

compounds for such applications potentially await discovery[1]. The 12-fold coordinated A site can be occupied 

with low-valent and large-sized oxides, and the physical and chemical properties of perovskite oxides can be 

easily tuned through their structure flexibility[4]. 

Machine learning methods have been employed to identify perovskites from ABO3 combinations formulated as 

constraint satisfaction problems[3][4]. Liu et al. trained a machine learning model for predicting the formability 

of perovskite with known ABO3 compounds. The model was then used to classify 891 ABO3 compounds 

from[4]. 

These ABO3 perovskite compounds are important materials used in various applications such as solid oxide fuel 

cells, piezoelectricity, ferroelectricity, water splitting, and electronic devices. These compounds are highly 

stable with respect to cation substitution. Machine learning methods have been employed to identify 

perovskites from ABO3 combinations formulated as constraint satisfaction problems.A nanometer is one 
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billionth of a meter, or the distance between two and twenty atoms, depending on the kind of atom. Changing 

the structure of matter on a scale of a few nanometres is referred to as “nanotechnology”. Depending on whom 

you ask, it might imply anything from 0.1 nm (manipulating the arrangement of individual atoms) to 100 nm or 

more (anything smaller than microtechnology). The idea that materials and electronics may one day be created 

to exact atomic standards was initially put out by Richard Feynman in 1959. "As far as I can tell, the laws of 

Physics do not forbid the possibility of influencing things atom by atom." Gustav Rose first described perovskite 

in 1839. Later, Russian mineralogist L. A. Perovski gave the substance the name “perovskite.’’ Today, the term 

"perovskite" refers to a group of substances having crystal structures similar to calcium titanate. Perovskites are 

often oxides, although some varieties can also be carbides, nitrides, halides, and hydrides. 

Numerous electro-ceramic devices use oxides of the perovskite type. The most significant examples include the 

use of lead zirconate titanate (PZT) in generators, motors, ultrasonic transducers, actuators, capacitors, and non-

volatile memories, as well as the use of barium titanate (BTO) for positive temperature coefficient resistors and 

multilayer ceramic capacitors. Perovskite structured materials are the subject of much research because of their 

numerous applications in several sectors [1]. A. Ries et al. created barium strontium titanate powder using the 

polymeric precursor technique, with a Ba/Sr ratio of 80/20. XRD, IR, BET, and SEM were used to describe the 

sample. Barium carbonate should not be used as a secondary phase, according to the regulations [2]. 

For the first time, C.N. George et al. produced nanocrystalline barium titanate by a modified combustion 

method in a single step. Utilizing thermogravimetric analysis, differential thermal analysis, and Fourier 

transform infrared spectroscopy, the phase purity of the nanopowders was investigated. As a function of 

frequency, the dielectric characteristics were investigated [3]. Y.B. Khollam et al. employed a straightforward 

oxalate precursor method to create barium-strontium titanate (Ba1-xSrxTiO3) particles. The powders formed are 

cubic, highly pure, stoichiometric, sub-micron-sized, with nearly uniform size and shape distribution, 

according to characterization studies on BSTO and BST powders using various physicochemicaltechniques, 

including micro- and chemical analysis, differential thermal analysis (DTA)/thermo-gravimetric analysis (TGA), 

XRD, FTIR, X-ray fluorescence (XRF), and scanning electron microscopy (SEM). Similar dielectric 

characteristics were displayed by the BST ceramics made from similar particles [4]. M.M. Vijatovi et al. 

investigated the electrical characteristics of ceramics with lanthanum-doped barium titanate. The polymeric 

precursor technique was used to create the ceramic nanopowders. Deeper dielectric properties showed that 

when lanthanum concentration rose, the classical to a diffuse type of BT Ferro-paraphrase transition altered. 

This assumption was supported by the calculated diffuseness factor, which was derived from the modified 

Curie-Weiss equation, which showed that the diffusivity rose as the lanthanum concentration did. One 

semicircle was seen in the impedance study, demonstrating that grains contributed to the overall resistivity, 

although overlapping was still conceivable since a PTCR effect appeared, suggesting the existence of grain 

boundary resistivity [5]. Wei Li et al. [6] investigated the structural and dielectric characteristics of lead-free 

(Ba1-xCax) (Ti0.95Zr0.05)O3 (x = 0.05-0.40) (BCZT) ceramics produced via solid-state reaction. 

Phongthorn et al. investigated the phase development, microstructure, and dielectric characteristics of 

Ba(Zr0.1Ti0.9)O3 ceramics produced by burning. The sample sintered at 1400 C for 2 hours had the best 

morphology, greatest density, highest dielectric constant, and lowest dielectric loss. The Curie temperature, 

which was lower than BZT made using other techniques, was about 76 0C. Investigations into the 

microstructure, densification, and dielectric findings all corroborated one another [7]. M. Aparna et al. 

investigated the impact of lanthanum (La3+) doping on the electrical and electromechanical characteristics of 

Ba1-xLaxTiO3and employed combined impedance and admittance spectroscopy to assess the impedance data. The 
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resonant and anti-resonant frequencies from vector admittance plots were used to derive the electromechanical 

parameters. When compared to pure barium titanate, the electromechanical coefficients for Ba1-xLaxTiO3with x 

= 0–003 were found to be much higher [8].For use in multi-layered capacitors, Pramod K. Sharma et al. 

investigated the dielectric characteristics of tape-cast Ba0.65Sr0.35TiO3 produced from sol-gel [9].P. A. Shcheglov 

et al. created a modified sol-gel method for making BaTiO3 and PbTiO3 ferroelectric thin films [10]. Dimple P. 

Dutta et al. investigated the phase development in Fe3+ doped BaTiO3nanocrystallites produced sonochemically. 

Structure, magnetism, and ferroelectric characteristics were thoroughly investigated [11]. 

 

II. Perovskites Synthesis Methods 

 

Chemical, physical, and optical methods of production all affect the properties of perovskite materials. 

Additionally, it influences the shape and crystal structure of materials. One must select an appropriate synthesis 

(route) technique to create the material for the specified characteristics. 

2.1 Ceramic Method 

When comparing the two methods of the solid-state synthesis approach, mechanical ball milling and high 

energy ball milling, a hand mixer grinder utilizing a motor and a pistol, and high energy ball milling from 100 

rpm to 1000 rpm to get extremely fine size particles are used (12). As a result of the fact that ceramics are 

produced using this method of solid-state synthesis, it is sometimes referred to as the ceramic method.The 

primary raw materials used are carbonates and oxides, which are initially in a solid state and are mixed and 

ground repeatedly. At room temperature, these materials do not chemically react with one another, so they are 

heated to high temperatures (700–1500 °C), where chemical reactions occur at a significant rate (13). 

Waindich et al. (2009) [14] observed that the calcination of the materials Ba1-xSrxCo1-yFeyO3 and 

La0.3Ba0.7Co0.2Fe0.8O3 at 1200 °C for 24 hours and 1250 °C for 24 hours and 15 hours, respectively, produced 

undesirable porous materials. As shown by Nagai and colleagues [15] by processing SrCo0.9X0.1O3compounds (X 

as Ni, Cu, Zn, Cr, Fe, Al, Ga, In, Ce, Ti, Zr, Sn, V or Nb), certain compounds developed second phases. This was 

explained by the fact that certain cations were poorly soluble in the solid solution. In some instances, it was 

seen that tiny secondary phases formed when Ga was added to La1-xSrxFe1-yGayO3-compounds, producing La2O3 

[17], which was not entirely incorporated into the A-site. 

In other instances, BaCo0.7Fe0.2Ta0.1O3sintered at temperatures over 900 °C produced pure perovskite structures 

whereas unreacted precursors persisted at lower temperatures [18]. These examples clearly show that the 

elements of the perovskite crystal structure can also have a direct impact on the sintering process. 

2.2 Co-precipitation 

When a solution containing soluble metal cations is combined with another solution known as a precipitation 

agent, supersaturation conditions are necessary for the co-precipitation technique. Fig. 4 depicts a broad 

schematic of this strategy. Cushing et al. [19] claim that in order to achieve the desired physical qualities, it is 

necessary to regulate crucial co-precipitation chemical reaction parameters such as temperature, mixing rate, 

pH, and concentration (i.e. morphology and particle size distribution). The co-precipitation process, in general, 

produces perovskites with high uniformity and purity. This is attributable to the careful monitoring of the 

chemical process, which is necessary to produce compounds without a metal cation shortage [20,21]. 

The decreased strontium hydroxide solubility across a wide pH range, which tends to not integrate strontium 

into the perovskite structure during the washing phases, brought attention to the need for precise regulation of 

this chemical reaction [22]. 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 311-317 

 

 

 
314 

2.3 Sol-gel  

Perovskites are made using several sol-gel procedures, including the Pechini, Alkoxide, and Alkoxide-Salt 

methods. Due to its adaptability in producing perovskite membranes, the Pechini technique became the most 

used for producing perovskites. The Pechini technique, which includes complexing ethylenediaminetetraacetic 

(EDTA)-Citrate before adding ethylene glycol, is the subject of this review. NH3H2O dosage is used to regulate 

pH. High purity and uniformity of perovskite structures, together with precise composition control of the end 

product, are this method's key benefits [23]. A schematic of the metal production process using citric acid or 

EDTA is shown in Figure 5. Six bonds connect the metal cation to EDTA. It has two different kinds of electron-

donating groups, carboxylic and aliphatic amine, and when it is complexed with citric acid, the metal cation 

forms three bonds to hold it together [24]. Chelating agents are employed to stop partial metal segregation in 

the final product, which can be brought on by various interactions between metal ions in the solution [25]. 

combined with the addition of polyhydroxy alcohol. The chelates get polyesterized when the solution is heated, 

forming a cross-linked chain of metal atoms bound to organic radicals [26]. 

2.4 Hydrothermal Method 

The hydrothermal method is followed under high pressure in autoclaves (15 MPa). It combines high pressures 

with temperatures between the material's critical temperature and the boiling point of water. It is essentially a 

sol-gel kind of approach that can provide superior particle size control [27]. For instance, CaTiO3 was studied at 

15 °C  and 150 °C, as well as uncalcined and calcined materials at 1300 °C [28]. The X-ray pattern analysis 

revealed that neither sample had any contaminants, and the phases had comparable cell characteristics. 

Therefore, the calcination stage following the hydrothermal technique was not required in the instance of this 

particular material [29]. This approach is currently being developed. 

 

III. Applications in ABO3 Perovskite Materials 

 

The modification of ABO3 perovskite compounds with numerous different vacancies has been shown to 

enhance their physical-chemical characteristics, resulting in improved performance in a range of applications. 

These modifications have the potential to greatly improve the commercial viability of perovskite materials in a 

variety of fields. The desirable properties of perovskite materials have made them the subject of substantial 

research and investigation in recent years. 

The potential applications of perovskite materials are numerous and diverse, ranging from catalytic redox 

processes and energy storage to gas sensors and photovoltaics. The unique properties of these materials, such as 

their high electron mobility, thermal stability, and catalytic activity, make them ideal for a wide range of 

applications.Perovskite materials find applications in diverse fields owing to their unique properties and 

versatile nature. Some of the areas in which perovskite materials are commonly used include: 

3.1 Photocatalytic activity 

Jiang Yinwe [30] reported an ABO3 perovskite photocatalyst called BaZn1/3Nb2/3O3 that, when exposed to UV 

light, splits water into H2 and O2.Zhi-XianWei [31] reports the photocatalytic activity of LaFeO3 and 

LaFe0.5Mn0.5O3−δ   towards the degradation of methyl orange (MO) under sunlight irradiation. Compared to 

LaFeO3, LaFe0.5Mn0.5O3−δ   has much better photocatalytic activity. By using an external magnetic field, 

LaFe0.5Mn0.5O3−δ   may be recycled and redispersed once again.Shuhua Dong [32] investigated the 

photodegradation of methylene blue which exhibits the highest degradation rate of 75% under an irradiation 

time of 150 min. 
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3.2 Photovoltaic solar cells 

Ternary oxides, in particular ABO3type perovskites, have grown in favourof Photoanode-Based Dye-Sensitized 

Solar Cells (DSSC) photoanodes during the past ten years. ABO3 perovskites have firmly established themselves 

as innovative over the conventional photoanode materials for DSSC due to their excellent physiochemical 

properties, supply of excellent photovoltaic performance, and simple modification method by altering the 

atomic composition of their constituents. Its future investigation is restricted by the absence of a review based 

on ABO3 perovskites. Designing effective photoanode materials for DSSC also requires an understanding of a 

material's theoretical capabilities [33].B. Mouhib reported theoretical investigations of electronic structure and 

optical properties of S, Se, or Te doped perovskite ATiO3 (A=Ca, Ba, and Sr) materials for eco-friendly solar cells 

[34].As a result, doped systems' optical conductivity and absorption coefficient are increased in the photovoltaic 

spectrum, particularly for BaTiO3 doped with 2.5% and 5% of Te. This makes BaTiO3Te more suitable for solar 

devices than CaTiO3Te and SrTiO3Te compounds. 

3.3 Other Applications 

Perovskite materials are intensively researched by scientists due to their appealing qualities. The following list 

includes some of the many domains in which perovskite materials have extensive use.  

SJ Skinner recent developments in perovskite-type materials for solid oxide fuel cell cathodes. e.g., 

Gd0.7Ca0.3Co1−yMnyO3 [23].Uchino K. reported piezoelectric perovskite as Sensors and actuatorse.g., PbZrxTi1-xO3 

[24].Mir LL and Fronteradescribed the use of a ferromagnetic tunnel in an anisotropic sensor and memory 

device as a perovskite material application as Magnetic memory devices; e.g., Pt/La2Co0.8Mn1.2O6/Nb:SrTiO3 

[25].Xu Y and Memmert U. reported Magnetic field sensors based on polycrystalline manganites with the 

application as Magnetic field sensors; e.g., La0.67Sr0.33MnO3 and La0.67Ba0.33MnO3 [26].The colossal 

magnetoresistive manganite-based ferroelectric field-effect transistor was researched by Zhao T et al. as an 

Electric field effect device; e.g., the heterostructure of Pb(Zr0.2Ti0.8)O3/La0.8Ca0.2MnO3 [27].Ferroelectric and 

piezoelectric devices; e.g., BaTiO3, PbTiO3 [28].Mitra C, Raychaudhuri studied p-n diode with hole and 

electron-doped lanthanum manganites as Semiconducting electronic devices; e.g., 

La0.7Ca0.3MnO3/SrTiO3/La0.7Ce0.3MnO3 [29]. Munoz JLG reports Bi1-xSrxMnO3 manganites (x = 0.40, 0.50) 

dielectric properties: influence of charge order at room temperature as application as High dielectric constant 

[30].Sleight AW investigated High-temperature superconductivity in the BaPb1-xBixO3 system [31].Manh DH 

and Phong reported La0.7Sr0.3MnO3 and the properties of AC magnetic heating for hyperthermia applications 

[32].Ding R researched Perovskite nanocrystals KNi0.8Co0.2F3 as supercapacitors [33]. 

 

IV. Conclusion 

 

In conclusion, perovskite compounds of the ABO3 class have become a subject of intense research in recent 

years due to their remarkable properties and diverse range of applications.We have discussed various methods 

for synthesizing oxide perovskites and highlighted their numerous applications. We have examined the 

different synthesis techniques, such as solid-state reactions, sol-gel, and hydrothermal methods, and discussed 

the advantages and limitations of each method. We have also explored the various applications of ABO3 

perovskite compounds in different fields, including their use in solar cells, LEDs, gas sensors, and other 

technologies.As research on perovskite materials continues to progress, we can expect to see even more exciting 

applications in the future. The development of new synthesis techniques and improved understanding of the 

properties of these materials will lead to the creation of new and innovative applications. Additionally, the 
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exploration of new materials and their combinations will help to expand the range of applications of perovskite 

compounds. 
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Abstract : 

ABO₃ perovskites have gained increasing attention as versatile materials in biotechnology due to their unique 

structural, electrical, optical, and catalytic properties. This review highlights the recent advances in the 

synthesis, characterization, and biological applications of ABO₃ perovskites. Common synthesis methods such 

as sol-gel, hydrothermal, and co-precipitation are discussed, along with emerging green synthesis techniques 

that focus on sustainability and eco-friendliness. Characterization techniques, including X-ray diffraction 

(XRD), Fourier transform infrared spectroscopy (FTIR), scanning electron microscopy (SEM), and UV-Vis 

spectroscopy, are reviewed to illustrate their role in understanding the structural, morphological, and surface 

properties of ABO₃ perovskites. The paper further explores the broad range of biological applications of these 

materials, including drug delivery systems, antimicrobial agents, biosensors, cancer treatment, and tissue 

engineering. Additionally, the future prospects of ABO₃ perovskites in bioelectronics and their potential use in 

sustainable technologies, such as bioremediation, are discussed. ABO₃ perovskites show great promise in 

addressing current challenges in biotechnology and environmental sustainability, positioning them as key 

materials for future research and applications. 

 

I. INTRODUCTION 

 

ABO₃ perovskites, a class of materials with the general formula ABO₃, have emerged as promising candidates 

for applications in biotechnology due to their versatile structure and tunable physical and chemical properties. 

The flexibility in designing their structure, where the "A" and "B" sites can host a variety of metal ions, allows 

for the modification of electrical, optical, and magnetic characteristics, making them suitable for a wide range 

of biological applications. As noted by Bacha et al. [20], the tunability of these materials provides significant 

advantages in various applications, including environmental biotechnology. 

Moreover, perovskites exhibit remarkable stability, high surface area, and biocompatibility, which further 

enhances their potential in biotechnology. According to de Oliveira et al. [1], these materials are particularly 

suitable for use in drug delivery, antimicrobial agents, and biosensors, thanks to their structural properties and 
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chemical flexibility. These characteristics allow ABO₃ perovskites to outperform traditional biomaterials in 

several critical areas of biotechnology, offering enhanced functionality and biocompatibility. 

In recent years, ABO₃ perovskites have been explored for use in drug delivery systems, biosensors, 

antimicrobial agents, tissue engineering, and cancer treatment. According to Bacha et al. [20], these materials 

provide unique advantages over conventional materials due to their capacity for controlled release in drug 

delivery and their responsiveness to specific biological stimuli, making them highly efficient in therapeutic 

applications. 

Environmental sustainability and the development of advanced materials for biotechnology have also driven 

interest in green synthesis methods for ABO₃ perovskites. As de Oliveira et al. [6] highlighted, there has been a 

growing shift toward eco-friendly synthesis approaches, such as sol-gel and hydrothermal methods, that utilize 

bio-based materials and non-toxic reagents. This shift not only reduces the environmental impact but also 

improves the biocompatibility of the resulting materials, further enhancing their potential in medical and 

environmental biotechnology. 

This review aims to provide a comprehensive overview of recent advancements in the synthesis, 

characterization, and biological applications of ABO₃ perovskites. It will cover their use in emerging fields such 

as environmental remediation, antimicrobial applications, and controlled drug delivery systems, while also 

addressing the challenges and future directions for this class of materials in biotechnology, as discussed by 

Bacha et al. [20] and de Oliveira et al. [9]. 

 

II. Synthesis of ABO₃ Perovskites 

 

The synthesis of ABO₃ perovskites plays a critical role in determining their structural, morphological, and 

functional properties, which directly influence their applicability in biotechnology. Over the years, several 

synthesis methods have been developed to achieve controlled particle size, morphology, and composition. 

Among the commonly used methods are the sol-gel, hydrothermal, and co-precipitation techniques, each 

offering distinct advantages. In addition, there has been a growing interest in developing environmentally 

friendly and biologically based synthesis methods, as highlighted by recent studies. 

Common Synthesis Methods 

Sol-Gel Method 

The sol-gel method is one of the most widely used techniques for synthesizing ABO₃ perovskites. In this 

process, a solution of metal precursors is converted into a gel through hydrolysis and polymerization reactions, 

followed by heat treatment to form the final crystalline perovskite structure. According to Navas et al. [21], this 

method offers precise control over the chemical composition and allows for the synthesis of highly 

homogeneous materials. Additionally, the sol-gel process enables the production of nanoparticles with uniform 

size distribution and controlled porosity, which are essential for applications in drug delivery and biosensors. 

The low processing temperature and versatility in precursor selection make this method particularly attractive 

for large-scale production. 

Hydrothermal Method 

The hydrothermal method is another prominent synthesis technique, often used to control particle size and 

morphology. In this method, the reaction is carried out in an aqueous solution at elevated temperatures and 

pressures, which promotes the crystallization of perovskites. Bacha et al. [20] highlighted that this method 

offers superior control over the crystallinity and phase purity of the synthesized materials. The hydrothermal 
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approach is especially advantageous for producing nanostructured perovskites with tailored morphology, which 

is crucial for enhancing their functionality in biological applications, such as biosensors and tissue engineering. 

The ability to achieve highly crystalline structures at relatively low temperatures makes this method energy-

efficient and scalable. 

Co-Precipitation and Solid-State Reactions 

The co-precipitation and solid-state reaction methods are alternative routes for synthesizing ABO₃ perovskites. 

Co-precipitation involves the simultaneous precipitation of metal ions from a solution, followed by calcination 

to form the perovskite structure. This method is simple, cost-effective, and allows for large-scale production. As 

de Oliveira et al. [9] noted, co-precipitation is particularly useful for synthesizing perovskites with a uniform 

distribution of metal ions, which is important for achieving consistent properties in biological applications. 

On the other hand, solid-state reactions involve mixing the metal oxide precursors and heating them at high 

temperatures to form the perovskite phase. While this method typically requires higher temperatures, it is 

widely used for the synthesis of bulk materials and is known for producing highly stable crystalline structures. 

Despite its limitations, solid-state synthesis remains a reliable method for producing ABO₃ perovskites with 

excellent thermal and chemical stability, which can be advantageous in specific biotechnological applications 

requiring durable materials. 

Emerging Green Synthesis Techniques 

In response to growing environmental concerns, researchers have begun exploring green synthesis methods for 

ABO₃ perovskites, focusing on using biologically derived materials and eco-friendly processes. According to de 

Oliveira et al. [6], green synthesis techniques involve the use of plant extracts, microbes, or other biological 

agents to reduce and stabilize metal ions, thus avoiding the need for toxic chemicals. These methods not only 

minimize the environmental impact but also enhance the biocompatibility of the resulting perovskites, making 

them more suitable for use in biomedical applications. 

For example, plant-based synthesis leverages natural reducing agents present in plant extracts to drive the 

formation of perovskite nanostructures. This approach, as discussed by da Silva Júnior et al. [9], offers a 

sustainable and cost-effective alternative to conventional methods, while also introducing additional functional 

properties due to the presence of biomolecules from the plant extracts. Similarly, microbial-assisted synthesis 

utilizes bacteria or fungi to facilitate the formation of perovskite nanoparticles. These green approaches are 

gaining traction in the field of biotechnology, as they align with the principles of sustainability and green 

chemistry. 

In conclusion, the synthesis of ABO₃ perovskites can be tailored to meet the specific needs of various 

biotechnological applications through a variety of traditional and emerging methods. Each synthesis technique 

offers unique advantages in terms of particle size, morphology, and environmental impact, allowing researchers 

to choose the most suitable approach for their intended application. 

 

III. Characterization of ABO₃ Perovskites 

 

The characterization of ABO₃ perovskites is essential to understand their structural, morphological, surface, 

optical, and electrical properties, which determine their suitability for various biotechnological applications. 

Advanced characterization techniques provide valuable insights into the material's composition, phase purity, 

particle size, surface area, and functional properties. 

 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 318-326 

 

 

 
321 

Structural Analysis 

X-ray Diffraction (XRD) 

X-ray diffraction (XRD) is one of the most widely used techniques to confirm the crystalline structure of ABO₃ 

perovskites. XRD provides detailed information about the crystal phase, lattice parameters, and degree of 

crystallinity by analyzing the diffraction patterns generated when X-rays interact with the material's atomic 

structure. According to Bacha et al. [20], XRD is crucial for confirming the formation of the desired perovskite 

phase and ensuring phase purity. Additionally, XRD patterns can be used to calculate crystallite sizes using the 

Scherrer equation, providing insights into the nanostructured nature of the materials, which is important for 

applications in drug delivery and biosensors. 

Fourier Transform Infrared Spectroscopy (FTIR) and Raman Spectroscopy 

Fourier Transform Infrared Spectroscopy (FTIR) and Raman spectroscopy are essential tools for studying the 

bonding and vibrational modes in ABO₃ perovskites. FTIR measures the absorption of infrared light by the 

material, revealing information about the functional groups, metal-oxygen bonding, and the presence of any 

organic components in the material. As described by de Oliveira et al. [9], FTIR is particularly useful for 

detecting changes in the bonding environment, which can impact the material's biocompatibility and chemical 

stability in biological applications. 

Raman spectroscopy complements FTIR by providing information on the vibrational modes of the lattice and 

molecular interactions within the perovskite structure. Bacha et al. [20] noted that Raman analysis helps in 

identifying specific vibrational signatures that are critical in understanding the structural integrity and 

chemical interactions in perovskites, particularly for applications where the material needs to interact with 

biological systems. 

Morphological Analysis 

Scanning Electron Microscopy (SEM) and Transmission Electron Microscopy (TEM) 

Scanning Electron Microscopy (SEM) and Transmission Electron Microscopy (TEM) are powerful tools for 

analyzing the morphology and particle size of ABO₃ perovskites. SEM provides high-resolution images of the 

surface topography and particle morphology, allowing researchers to observe the overall shape and size 

distribution of the particles. As highlighted by da Silva Júnior et al. [9], SEM is crucial for examining the surface 

features and aggregation of nanoparticles, which play a significant role in their functionality in biotechnology, 

such as in drug delivery or as antimicrobial agents. 

TEM, on the other hand, offers even higher resolution imaging, allowing for the direct observation of the 

internal structure and crystal defects at the nanoscale. TEM is used to measure the particle size, confirm 

crystallinity, and investigate the formation of nanoparticle clusters, which are critical for understanding the 

material's performance in biological applications. According to Navas et al. [21], TEM is particularly important 

for visualizing the nanostructured features of perovskites, which influence their interactions with biological 

molecules. 

Surface Properties 

BET Surface Area Analysis 

Brunauer-Emmett-Teller (BET) surface area analysis is a key technique used to determine the specific surface 

area of ABO₃ perovskites. This method involves measuring the adsorption of gas molecules onto the surface of 

the material to calculate the surface area and pore size distribution. Bacha et al. [20] emphasized that a high 

surface area is beneficial for many biotechnological applications, such as drug delivery, where increased surface 
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area allows for more efficient loading of therapeutic agents. Similarly, in biosensing applications, a larger 

surface area improves sensitivity by providing more active sites for interactions with biological molecules. 

Optical and Electrical Properties 

UV-Vis Spectroscopy and Dielectric Property Studies 

UV-Vis spectroscopy is commonly employed to study the optical properties of ABO₃ perovskites. This 

technique measures the absorbance and transmittance of light through the material, providing information 

about its band gap and optical activity. According to de Oliveira et al. [6], understanding the optical properties 

of perovskites is essential for applications in biosensors, where light absorption can be used to detect specific 

biological markers or pollutants. Additionally, the band gap of the material can be tuned to optimize its 

performance in photocatalytic and optoelectronic applications. 

Dielectric property studies, which involve measuring the material's ability to store and transfer electrical 

energy, are important for assessing the suitability of ABO₃ perovskites for applications in bioelectronics and 

sensors. Bacha et al. [20] noted that the dielectric constant and loss factor of perovskites are key parameters in 

designing devices for biological sensing, where electrical signals are used to monitor biological processes or 

detect pathogens. 

In conclusion, the characterization of ABO₃ perovskites using a combination of structural, morphological, 

surface, optical, and electrical techniques is essential for optimizing their properties for biotechnological 

applications. Each method provides valuable insights into the material's behavior and performance, ensuring 

that ABO₃ perovskites are suitable for use in drug delivery, biosensing, antimicrobial agents, and other 

emerging fields in biotechnology. 

 

IV. Biological Applications of ABO₃ Perovskites 

 

ABO₃ perovskites have garnered significant attention for their diverse applications in biotechnology, 

particularly in areas like drug delivery, antimicrobial treatments, biosensing, cancer therapy, and tissue 

engineering. Their unique structural, optical, and chemical properties make them ideal candidates for a variety 

of biomedical applications, where factors such as biocompatibility, stability, and functionality are of utmost 

importance. 

Drug Delivery Systems 

ABO₃ perovskites are highly effective as carriers for drug molecules, offering advantages such as high loading 

capacity, controlled release, and enhanced biocompatibility. Due to their tunable surface properties and 

porosity, these materials can be engineered to encapsulate drugs and release them in a controlled manner, 

thereby improving therapeutic outcomes. Bacha et al. [20] have emphasized that the structural stability of 

ABO₃ perovskites, coupled with their ability to respond to external stimuli such as pH or temperature changes, 

makes them particularly suitable for targeted drug delivery systems. Additionally, their biocompatibility 

ensures minimal adverse reactions when used in the human body, making them ideal for long-term therapeutic 

applications. 

Antimicrobial Agents 

ABO₃ perovskites have shown considerable promise as antimicrobial agents, thanks to their ability to inhibit 

bacterial growth and promote wound healing. The inherent structural properties of these materials, such as 

their high surface area and reactive oxygen species (ROS) generation capabilities, allow them to effectively kill 

or inhibit the proliferation of harmful microbes. As de Oliveira et al. [9] noted, ABO₃ perovskites can be used to 
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coat medical devices, implants, or wound dressings to prevent bacterial infections, thus enhancing patient 

outcomes in medical settings. Their long-lasting antimicrobial activity, combined with minimal toxicity to 

human cells, makes them an attractive alternative to conventional antibiotics, particularly in the context of 

rising antibiotic resistance. 

Biosensors 

One of the most promising applications of ABO₃ perovskites in biotechnology is their use in biosensors. Due to 

their excellent electrical and optical properties, perovskites are being employed in the design of highly sensitive 

and selective biosensors for detecting biomolecules, pathogens, and environmental pollutants. According to de 

Oliveira et al. [6], ABO₃ perovskites can be functionalized with specific biological molecules or antibodies, 

enabling them to selectively detect targets such as enzymes, proteins, or nucleic acids. Their high surface area 

and ability to conduct electrical signals make them ideal for use in electrochemical or optical biosensors, where 

even trace amounts of analytes can be detected with high precision. This makes ABO₃ perovskites particularly 

useful for applications in medical diagnostics, environmental monitoring, and food safety. 

Cancer Treatment 

In the field of cancer therapy, ABO₃ perovskites are being explored for their potential in photothermal and 

photodynamic therapies. These therapies involve the use of materials that can absorb light and convert it into 

heat (photothermal) or generate reactive oxygen species (ROS) upon light irradiation (photodynamic), leading 

to the destruction of cancer cells. Bacha et al. [20] highlighted that ABO₃ perovskites can be engineered to 

exhibit strong light absorption in the near-infrared (NIR) region, allowing them to target and kill cancer cells 

with minimal damage to surrounding healthy tissues. Additionally, the ability to combine photothermal and 

photodynamic effects in a single material enhances the efficacy of the treatment, making ABO₃ perovskites 

promising candidates for non-invasive cancer therapies. 

Tissue Engineering 

ABO₃ perovskites are also gaining attention in the field of tissue engineering, where they are being investigated 

for their potential in regenerative medicine and tissue scaffolding. The structural stability and bioactivity of 

these materials make them ideal candidates for creating scaffolds that can support the growth and 

differentiation of cells, aiding in the regeneration of damaged tissues. As noted by da Silva Júnior et al. [9], 

ABO₃ perovskites can be used to fabricate biocompatible and biodegradable scaffolds that promote cell adhesion, 

proliferation, and differentiation. Their ability to release bioactive ions, such as calcium or magnesium, further 

enhances their utility in tissue engineering applications, where they can aid in the repair of bone, cartilage, or 

other tissues. 

In conclusion, ABO₃ perovskites are emerging as versatile and effective materials in biotechnology, offering a 

range of applications from drug delivery and antimicrobial treatments to biosensing and cancer therapies. Their 

unique combination of structural stability, biocompatibility, and tunable properties makes them ideal for a 

variety of biomedical applications, paving the way for their broader adoption in the field of biotechnology. 

 

V. Future Prospects in Biotechnology 

 

The unique properties of ABO₃ perovskites, such as their tunable electrical, optical, and structural 

characteristics, make them promising candidates for future applications in biotechnology. As the field advances, 

ABO₃ perovskites are being increasingly explored for their potential in bioelectronics and eco-friendly 

applications, where their multifunctionality can address both technological and environmental challenges. 
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ABO₃ Perovskites in Bioelectronics 

One of the most exciting prospects for ABO₃ perovskites in biotechnology is their potential application in 

bioelectronics. Bioelectronics involves the integration of electronic devices with biological systems to monitor 

or modulate biological functions. Due to their excellent electrical conductivity, tunable electronic properties, 

and biocompatibility, ABO₃ perovskites are emerging as key materials for the development of biocompatible 

electronic devices and neural interfaces. As Bacha et al. [20] pointed out, ABO₃ perovskites can be engineered 

to exhibit piezoelectric or ferroelectric properties, which are crucial for applications such as implantable sensors, 

neural probes, and bio-batteries. 

In the field of neural interfaces, ABO₃ perovskites have the potential to improve the performance of devices 

that interact with the nervous system by facilitating efficient signal transmission between biological tissues and 

electronic circuits. These materials can be used to develop advanced electrodes that are both conductive and 

biocompatible, enhancing the longevity and functionality of neural implants. Additionally, their tunable 

properties allow for the development of flexible, stretchable electronics that can conform to biological tissues, 

making them ideal for wearable bioelectronics and next-generation prosthetics. 

Sustainability and Eco-Friendly Applications 

As global focus shifts toward sustainability, ABO₃ perovskites are being explored for their potential in eco-

friendly applications, particularly in bioremediation and environmental clean-up technologies. Bioremediation 

is the process of using materials or biological organisms to remove or neutralize pollutants from the 

environment, and ABO₃ perovskites have shown great promise in this area due to their high catalytic activity 

and ability to degrade organic pollutants. 

According to da Silva Júnior et al. [9], ABO₃ perovskites can be used as photocatalysts to break down toxic 

pollutants in water and soil, offering a sustainable solution for environmental remediation. These materials can 

harness sunlight to activate photocatalytic reactions, leading to the degradation of organic contaminants such as 

pesticides, dyes, and pharmaceutical waste. Their ability to generate reactive oxygen species (ROS) under light 

irradiation enhances their effectiveness in destroying harmful substances, making them ideal candidates for 

green and sustainable technologies. 

In addition to their role in bioremediation, ABO₃ perovskites are being investigated for use in the development 

of sustainable energy solutions. Bacha et al. [20] highlighted the potential of perovskites in solar energy 

harvesting and conversion, where they can be integrated into photovoltaic devices for eco-friendly energy 

generation. The use of perovskites in energy applications complements their role in environmental 

sustainability, contributing to the broader goals of reducing carbon emissions and promoting green technologies. 

In conclusion, the future prospects for ABO₃ perovskites in biotechnology are vast and promising. Their 

applications in bioelectronics and eco-friendly technologies highlight their multifunctionality and versatility, 

paving the way for innovative solutions to both technological and environmental challenges. As research 

continues to advance, ABO₃ perovskites are poised to play a key role in the development of next-generation 

biotechnological devices and sustainable technologies. 

 

VI. Conclusion 

 

ABO₃ perovskites have emerged as highly versatile materials with significant potential in various 

biotechnological applications due to their unique structural, electrical, optical, and catalytic properties. From 

drug delivery systems to biosensors, antimicrobial agents, cancer therapies, and tissue engineering, ABO₃ 
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perovskites offer numerous advantages, including controlled drug release, biocompatibility, and the ability to 

interact with biological systems at both the molecular and cellular levels. The diverse synthesis methods, such 

as the sol-gel and hydrothermal techniques, allow for precise control over particle size, morphology, and 

composition, while emerging green synthesis methods contribute to environmental sustainability. 

In addition to their current applications, ABO₃ perovskites hold great promise for the future of biotechnology. 

Their role in bioelectronics, particularly in biocompatible electronics and neural interfaces, opens new 

pathways for integrating biological systems with advanced electronic devices. Furthermore, their potential in 

sustainable technologies, especially in environmental remediation and renewable energy generation, positions 

them as key materials in the global shift toward eco-friendly solutions. 

As research continues to explore and expand the capabilities of ABO₃ perovskites, their impact on 

biotechnology will likely grow, offering innovative solutions to complex biomedical and environmental 

challenges. By leveraging their unique properties and continuing to develop sustainable synthesis and 

application strategies, ABO₃ perovskites are set to play a transformative role in the future of biotechnology. 
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Abstract : 

Complex numbers, formerly thought to be mysterious, have become essential in a wide range of areas. Their 

applications go well beyond pure mathematics, influencing sectors such as engineering, physics, and finance. 

Embracing the potential of complex numbers has not only simplified complex problem-solving but also 

expanded our comprehension of the world around us. Complex numbers are used in signal analysis for a 

convenient description of periodically varying signals. This use is also extended into digital signal processing 

and digital image processing. In this article, we look closer at the application of complex numbers in analyzing 

signals and producing output.  

Keywords: Complex Numbers, Digital Signal Processing, Digital Image Processing. 

 

I. INTRODUCTION 

 

Through the history of any scientific theory, we observe that developing the theory is not a work of any 

specific day; indeed, it results from continuous work for years together. Complex numbers are also not 

exceptions to that. The Roots of complex numbers can be traced back to the beginning of the 16thcentury[3]. 

Though the origin of complex numbers is in the sixteenth century by an Italian mathematician, Gerolamo 

Cardano, to solve cubic equations; it’s 250 years later when complex numbers were given geometrical 

interpretation and became a useful tool for physics[4], where the real start took place[5]. Complex numbers 

represent an expansion of the conventional numbers used in everyday mathematics. One of its distinctive 

features is their ability to express and manipulate two variables as a single number[6]. complex numbers, also 

known as imaginary numbers, have a variety of applications in sciences and related areas such as signal 

processing [1,2], control theory, quantum mechanics, electromagnetism, cartography, vibration analysis, and 

many more [7].  

The use of complex numbers is very advantageous for modeling periodic processes, particularly in procedures 

that include phase differences. On paper, it is possible to consider a physical quantity as complex yet attribute 

physical significance solely to its real component. An alternative approach is to consider a complex number's 

real and imaginary components as two interconnected physical entities. In both instances, the form of complex 

numbers facilitates computations, although no physical significance is inherently ascribed to complex variables. 
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This feature of complex numbers fits very naturally with Fourier analysis, where the frequency domain 

comprises two signals, the real and the imaginary.  

 

II. Geometric Interpretation of Complex Numbers 

 

A number in the form a+ib where a and b are real numbers and 𝒊 =  √−𝟏  is called a complex number. 

We know that a set of real numbers is one dimension and can be visualized on a simple number line, whereas a 

set of complex numbers is two dimensions and requires a coordinate plane to visualize them.  The complex 

number plane is constructed by arranging the real numbers on the horizontal axis and the imaginary numbers 

along the vertical axis.  

For example, the complex number a+ibis represented as a point in Figure 1 

 
Figure 1 

Complex numbers can also be represented in polar form. For a given point a+ibin the plane cos 𝜙 =  𝑎/𝑟 and 

sin 𝜙 =  𝑏/𝑟 . Therefore, the complex number a+ibcan also be represented as 𝑟 𝑐𝑜𝑠 𝜙 +  𝑖 𝑟 𝑠𝑖𝑛 𝜙. The Euler 

relationship relates the trigonometric functions to a complex exponential as 𝑒±𝑖𝜙 = 𝑐𝑜𝑠 𝜙 ±  𝑖  𝑠𝑖𝑛 𝜙  for a 

number on the unit circle. Graphically, this relationship is represented as seen in Figure 2 

 
Figure 2 
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III. Complex numbers in analyzing signals: 

 

Complex numbers play a crucial role in signal processing, particularly in signal analysis, design, and 

manipulation.  

a. Representation of signals: 

One way to describe signals is as complex numbers, and phasors are particularly useful for sinusoidal signals. 

The amplitude and phase of a sinusoidal signal are represented by the magnitude and angle, respectively, in a 

phasor, which is a complex number. 

The Fourier transform is a method for representing signals in the Fourier domain as sums of sinusoids. A 

complex number represents the frequency component of a time-domain signal, which the Fourier transform 

extracts. The cosine and sine components are represented by the real and imaginary parts, respectively. 

b. Signal Analysis: 

Spectral signal analysis allows engineers to examine the frequency content of signals by expressing them in the 

frequency domain using complex numbers. Understanding the behaviour of signals in various frequency bands, 

filtering them, and modulating them all depend on this. 

Filters, modulation schemes, and other transformations in digital signal processing (DSP) algorithms rely 

heavily on complex numbers.  The frequency spectrum of discrete signals may be computed using the Discrete 

Fourier Transform (DFT) or, more efficiently, the Fast Fourier Transform (FFT), both of which depend on 

complicated mathematics but is to understand due to use of complex numbers. 

c. Quadrature Amplitude Modulation: 

Modulated signals are represented in digital communication by complex numbers. By adjusting the amplitude 

and phase of a signal, QAM can encode data; the resultant signal is a complex number with real and imaginary 

parts. The complex numbers used to represent in-phase (I) and quadrature (Q) components are widely used in 

communication systems. This enables efficient signal modulation and demodulation, especially in radio 

frequency communications. 

d. Filter design: 

A fundamental tool in digital filter design, the Z-transform employs complex numbers to analyze and design 

filters. In the Z-domain, the poles and zeros of a filter are expressed as complex numbers, and their positioning 

dictates the filter's frequency response. The dynamics of a filter or system may be characterized by the positions 

of its poles and zeros on the complex plane. The placements of these poles and zeros have a direct influence on 

the system's stability and frequency properties. 

e. Signal Synthesis and Reconstruction: 

The inverse Fourier transform method is used to rebuild a time-domain signal from its frequency components. 

The process entails intricate mathematical calculations to merge the frequency components back into the initial 

signal. Complex exponentials are extensively used in signal generation to produce sinusoids with different 

frequencies. These elements serve as essential components in the creation of more intricate signals. 

 

IV. CONCLUSION 

 

An attempt has been made to provide a variety of applications of complex numbers in analyzing and processing 

signals. The mathematical structure provided by complex numbers is robust and versatile, allowing for the 

analysis, processing, and manipulation of signals in the time and frequency domains. Spectral analysis, 
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reconstruction, filtering, and modulation are only a few of the many signal-related activities that may be 

handled efficiently and precisely with their help in signal processing. 
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Abstract : 

The wavelet transform has emerged as an effective analytical tool for processing and analyzing complex data 

across different fields of Science and Technology. This paper explores a comprehensive overview of diverse 

applications of wavelet transform in the field of signal processing, image and audio compression, pattern 

recognition, medical imaging, time-frequency analysis, telecommunication, climate analysis, etc. The new 

advancements in wavelet transformations will continue main role in future advancements. 
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I. INTRODUCTION 

 

Wavelet transform has become a fundamental tool in the fields of data analysis, signal processing, and pattern 

recognition due to its unique ability to provide both time and frequency localization. Though traditional 

Fourier analysis, which represents data purely in the frequency domain, wavelet transform allows for the 

simultaneous analysis of signals across multiple scales [1]. This capability makes wavelets particularly well- 

suited for analysing non-stationary signals, which are prevalent in real-world scenarios such as medical 

imaging, telecommunications, and financial data analysis [5]. 

The origins of wavelet theory can be traced back to the early 20th century, but its development accelerated in 

the late 20th century with the advent of digital computing. Wavelet transforms have since evolved to become a 

versatile and powerful tool, with applications extending far beyond the initial scope of mathematical research. 

Today, wavelet transform is integral to numerous practical applications, including image and audio 

compression, signal denoising, and time- frequency analysis. Its adaptability to various types of data and its 

effectiveness in preserving essential information while reducing data complexity have made it indispensable in 

both academic research and industrial practices. 

The wavelet transform has a long history that comes out of the confluence of disparate mathematical ideas and 

practical problems. Wavelet theory evolved over the course of decades with contributions from many fields, 

such as mathematics, physics and engineering each working towards advancing wavelet theory for its 

refinement in new disciplines [7]. 

Joseph Fourier would do some foundational work in the early 19th century, introducing what we now call 

Fourier analysis a way of breaking down signals into sinusoidal parts. Fourier analysis [3] is capable of 

extracting hidden frequency information from non- stationary signals, so it became infeasible seeking new 

approaches. One of the simplest and earliest examples of a wavelet is what we now call the Haar wavelet, 
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introduced in 1909 by Alfred Haar as an orthonormal basis to represent data with both time frequency 

information [6]. 

Definition: 

The wavelet transform [4] of a signal f(t) is defined as:  

𝑊𝑓 (𝑎, 𝑏) = ∫ 𝑓(𝑡) 1 √|𝑎| 𝜓 ∗ ( 𝑡−𝑏 𝑎 )𝑑𝑡 ∞ −∞ ,)𝑑𝑡 , where a is scaled parameter and b is translation 

parameter. 

 

History and Development of Wavelet Transform: 

 

Period Contributor (s) Key Contribution Impact or Significance 

Early 

1900s 

Joseph Fourier Introduced Fourier analysis frequency domain analysis 

1909 Alfred Haar Coined the term Haar wavelet Introduced the first wavelet 

1930s-

1950s 

Paul Lévy, Norbert 

Wiener 

Early exploration of wavelet- 

like functions 

 

Theoretical foundation of wavelets 

1980s Jean Morlet, Alex 

Grossmann 

Developed the continuous 

wavelet transform 

Established wavelets as a tool for seismic 

signal analysis 

1988 Ingrid Daubechies Daubechies wavelets New way of digital signal processing 

with wavelets[2] 

1989 Stéphane Mallat Introduced MRA means 

Multiresoluti on Analysis 

Provided the mathematic al framework 

for discrete wavelets 

Late 

1980s- 

1990s 

Various Application to image and signal 

processing 

Wavelets became widely used in 

compression (e.g., JPEG 2000) 

2000s- 

Present 

Various Ongoing research and new 

applications 

Continued expansion in fields like 

machine learning and data science 

 

II. DIFFERENCE BETWEEN FOURIER TRANSFORM AND WAVELET TRANSFORM 

 

The Fourier Transform and Wavelet Transform are both powerful tools for signal analysis, but they have 

distinct differences in how they analyse and represent signals. 

1. Localization of Time-Frequency 

• Fourier transform provides frequency resolution but not time resolution. 

• Wavelet transform provides both time and frequency resolution. 

2. Stationary-Non stationary signals 

• Fourier transform is suitable for stationary signal that is frequency content does not change over the time 

but it is not suitable for non-stationary signal. 

• Wavelet transform is suitable for both stationary and non-stationary signal. It is useful for real world 

signals that have transient components. 

3. Basis Function 

• Fourier transform uses the sines and cosines that is sinusoidal as a basis function. 

• Wavelet transform takes sinusoidal as well as other basis functions. 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 331-335 

 

 

 
333 

4. Resolution 

• Fourier transform provides uniform frequency resolution over entire signal that can be limiting when 

trying to analyse signals that varying frequency over time.  

• Wavelet transform offers multi resolution across entire signal and it is more flexible for analysing 

complex signals. 

5. Computation and Efficiency 

• The Fast Fourier transform algorithms gives efficient computation of Fourier transform which become a 

standard tool to analyse global frequency. 

• Discrete wavelet transform helps in the computation of more complex problems that changes both time- 

frequency. 

6. Applications 

• Fourier transform used in communication, audio processing, spectrum analysis and filtering. 

• Wavelet transform commonly used in signal and image compression, pattern recognition. 

 

III. APPLICATIONS IN VARIOUS FIELDS 

 

A. Image Compression 

Wavelet transform helps in image compression by reducing the file size by decomposition method to get 

different wavelet coefficients. Wavelet coefficients represent different frequency components which divides 

the image into sub bands with image information in lower frequencies. In the process of decomposition, the 

inverse wavelet transform reconstructs image with same details. As compared to traditional methods such as 

JPEG, PNG it gives good quality of an image. 

 
Figure 1: Image Compression 

  

In this method audio signal decomposes into different wavelet coefficients which captures both high and low 

frequency components. Wavelet coefficient that contribute less in sound quality are quantized by reducing 

their precision to compress given data. The decomposition method contains decoding and then applying inverse 

wavelet transform to reconstruct the audio. This process helps in high sound quality at lower bit-rates. It is also 

suitable for the complex audio signal. 

 

B. Denosing of Signal 

Wavelet transform benefits in signal denoising by removing noise from a signal by preserving measure features 

of original signal. Wavelet coefficients of decomposed signal that separating noise means high frequency 

components in the original signal. The inverse wavelet transform reconstructs the signal with minimizing 

noise. Application of this method are in the field of background noise reduction and clearer representation of 

signal. 
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C. Medical Imaging 

Wavelet transform compresses the images of MRI, CT scans and X-ray in the medical field to get more details 

for diagnosis. Decomposed image into wavelet coefficients that separate significant information from noise and 

then by denosing we get clarity of critical images of tissues or tumors.Wavelet based compression method 

reduced the file size but accurate and clear visualization of patterns which helps for patient care. 

 

D. Recognition of Pattern 

Wavelet transform pays vital role in pattern recognition that extracts information from data which is used to 

identify patterns. Decomposition of images or signals into different frequency components it captures details in 

different scale which makes effective for recognizing textures in images and audio signal in speech. Wavelet 

transform helps out in handwriting recognition, fingerprint recognition and facial recognition. 

 

E. Time-Frequency Analysis 

Wavelet transform involves time frequency analysis for the examinations of signals that  

changes after changing time. Wavelet transform provides both time-frequency localization while Fourier 

transform offers only frequency information. This non stationary signals with wavelet transform helps in the 

speech processing. Wavelet transform focus on particular time interval and frequency components that helps to 

capture sudden spikes in signals. 

 

F. Watermarking and Steganography 

Wavelet transform is useful in the field of watermarking and Steganography to embed given data. Wavelet 

embedded a watermark into a video or image by modifying its components that ensures the watermark is 

robust against compression and manipulations. Hidden messages in stenography 

are embedded in media by altering wavelet coefficients such a way that significantly after the audible or visible 

quality of the given content. 

 

G. Earthquake and Seismic Data Analysis 

Wavelet transform is powerful tool in earthquake and seismic analysis to detect and then analyse seismic 

waves. Decomposition of seismic signals into various frequency components helps to identify arrival times of 

different seismic events. 

Wavelet transform helps in filtering out noise from seismic data and enhanced the accuracy of monitoring 

systems. 

 

H. Climate Data Analysis 

Wavelet transform is applied in climate data analysis to study of spatial and temporal patterns like temperature, 

weather and see level. Decomposition of signal in the form of time series data into various frequency 

components, it helps to identify trends, periodicities across time scales. In particular, for detecting long term 

climate change and also in short term change such as El Nino. 

 

I. Google Maps 

Google map contain a large amount of data that needs to transmit quickly with clarity to the user. Wavelet 

transform is powerful tool to compress and efficiently transmit large amounts of map details data. Compression 
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of data enables smooth zooming in various levels and faster loading. It helps to display global view in details 

with good quality. 

  

J. Telecommunications 

Wavelet transform is used in telecommunication for data compression, denosing of signal and error correction 

to improve reliability and efficiency of communication networks. Compression helps to transmit faster data 

without noising by reducing size. It improves quality and clarity of data transmission and voice. Wavelet makes 

reliable transmission in modern telecommunication. 

 

IV. CONCLUSION 

 

Wavelet transform provides powerful tools for analysing, decomposition and then processing given data. 

Because wavelet transform is embedded into many technologies and this process makes our daily lives more 

efficient and richer in terms of communication and data. Discussed applications overview the utility and 

versatility of wavelet transforms while handling multi-scale and complex data across different fields. 
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Abstract : 

The fundamentals of time scale calculus, including the forward and backward jump operators, right and left 

scattered points, and dense points, are covered in this paper. To evaluate the forward jump operator, backward 

jump operator, and graininess function, we used several time scales. We also classified each point as either right 

or left scattered, left dense, or right dense. The fundamental characteristic for solving dynamic equations is an 

evaluation of jump operators. 

Keywords: Backward jump operator, Forward jump operator, Time scale. 

 

I. INTRODUCTION 

 

Time scale calculus [2, 3, 4] is a new theory that combines the two approaches of dynamic modelling difference  

and differential  equations. The theory of time scales, which has received much attention recently, was 

introduced by Stefan Hilger in his Ph. D thesis back in 1988 to unify continuous and discrete analysis. The 

theory of time-scale calculus is a critical and interesting area of research. By choosing a set of real  numbers  as  

the  time  scale,  the  general  results yield a result concerning an ordinary differential equation. The same 

general results were yielded for the difference equation by selecting a set of integers as the time scale. 

We need to carefully consider the implications of such a revolutionary  theory  in  the  field of mathematics. 

The potential applications could be vast and impactful. The time scale calculus surely opens new doors for 

exploration. It's truly an exciting time to be part of this mathematical revolution. 

Let's  experiment with different time scales  and see what kind of results we can obtain. The possibilities are 

endless. 

 

II. PRELIMINARIES 

 

All the results in this section follows from [1, 2, 5, 6, 7]. 

2.1 Time Scale: 

Any non-empty closed subset of  is called a time scale. 

 

2.2 Forward jump operator:  

Forward jump operator is defined as 
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2.3 Backward jump operator: 

Backward jump operator                 is defined as 

 

 

2.4 Right -Scattered: 

If  , then t is called right- scattered. 

 

2.5 Left- Scattered:  

If   then t is called left - scattered. 

 

 

2.6 Right-dense Point: 

If   and   , then t is called the right dense point. 

 

2.7 Left-dense Point: 

If   and  , then t is called the left dense point. 

 

2.8 Isolated Points: 

Points that are right-scattered and left- scattered at the same time are called isolated. 

This means that,    

  

 2.9  Graininess Function: 

The function   is defined by  

 

TABLE I CLASSIFICATION OF POINTS 

 

t-right scattered  

 
t-left scattered  

 
t right-dense  

 
t left-dense  

 
t isolated  

 
t dense  
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III. MAIN RESULTS 

 

Examples of jump operators:[2] 

 

 
 

 

 

 

For            : 

 

Therefore,  is a right-dense point. For          : 

 

 
 

For         : 

 

 

 

For            : 
 

 
 
 
 
 
 
 
We observe that, 
 
 

Hence,             is a right-scattered point. For           : 
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We observe that, 
 

 
 

Hence,   is a right-scattered point. Now, we find 
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IV. CONCLUSION 

 

This article clarifies jump operators, which are fundamental time-scale tools. Furthermore, we solve dynamic 

equations requiring the delta derivative, which is specified on jump operators, by using these fundamental tools 

of time scales. 
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Abstract : 

This paper delivers a panoramic summary of various transformation techniques used to solve differential 

equations, featuring their mathematical foundations, practical applications, and relative advantages. Differential 

equations, which are essential to modeling dynamic systems over physics, engineering, and applied sciences, 

often require cultured methods for their solutions. The paper inspects the key  transformations, including 

Fourier transform, Laplace transform, and wavelet transform, among others, that accelerate the solution of 

ordinary and partial differential equations. 

Keywords: Research Paper, Laplace Transform, Fourier Transform, Wavelet Transform. 

 

I. INTRODUCTION 

 

Now  a days, Transformations are essential in solving the differential equations as they simplify complex 

problems,convert equations into more solvable forms, and provide solutions for both ordinary and partial 

differential equations.This paper explains the methods to solve Second Order Differential Equations with 

constant Coefficients using Laplace Transform, Fourier Transform and Wavelet Transform. The Definiton and 

Application of these transformations are as follows. The Laplace Transform provides a way to handle initial 

value problems by transforming them into algebraic equations[3],[4]. The Fourier transform Converts time 

domain signals into frequency- domain representations [6].It is also essential for analyzing the frequency 

components of a signal, revealing its spectral characteristics [5].The Wavelet Transform Provides a multi 

resolution evaluation,allowing For the examination of different frequency Components at various scales[1]. 

Well-suited for analyzing signals with transient or non- stationary characteristics[2]. 

 

II. LAPLACE TRANSFORM 

 

Definition:  The  Laplace  transform   is  an integral transform that converts a function of time f(t) into a 

function of a complex variable s. It’s defined as: 

𝐿{𝑓(𝑡)} = 𝐹(𝑠) = ∫ 𝑒 −𝑠𝑡 ∞ 0 𝑓(𝑡)𝑑t 

where t is the time variable, s is a complex frequency   parameter,    and    F(s)   is   the transformed function in 

the s-domain. 

Applications: 

• Control Systems: Analyzing and designing control systems. 
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• Differential Equations: Solving linear ordinary differential equations (ODEs) and partial differential 

equations (PDEs). 

• Signal Processing: Analyzing circuits and systems in electrical engineering. 

 

III. FOURIER TRANSFORM 

 

Definition: The Fourier transform decomposes a function into its constituent frequencies. For a time-domain 

function f(t), the Fourier transform F(ω) is given by: 

𝐹{𝑓(𝑡)} = 𝐹(𝜔) = ∫ 𝑓(𝑡) ∞ −∞ 𝑒 –𝑖𝜔𝑡𝑑t 

where ω is the angular frequency and i is the imaginary unit.  

Applications:  

• Signal Processing: Analyzing and filtering signals, image processing. 

• Communication Systems: Modulating and demodulating signals. 

• Physics: Studying wave phenomena and quantum mechanics. 

 

IV. WAVELET TRANSFORM 

 

Definition: The Wavelet transform represents a function as a sum of  wavelets, which are localized in  

both  time  and  frequency. The continuous  wavelet transform   (CWT) is defined as: 

𝑊{𝑓(𝑡)} = 𝑊(𝑎, 𝑏) = 1 √𝑎 ∫ 𝑓(𝑡)𝜑 ∗ ∞ −∞ ( 𝑡 − 𝑏 𝑎 )𝑑t 

where ψ is the wavelet function, a is the scale parameter, and b is the translation parameter. 

Applications: 

• Signal Processing: Time-frequency analysis, denoising, and compression. 

• Image Processing: Multi-resolution analysis and texture analysis. 

• Geophysics: Analyzing non-stationary signals and patterns in seismic data. 

 

V. EXAMPLES 

 

Ex.1) Solve the given differential equation using Laplace Transform, 

y” + 4y’ + 3y = 0, y(0) = 2, y’(0) = −3  

𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛: y” + 4y’ + 3y = 0, y(0) = 2, y’(0) = −3 L{y”} + 4L{y’} + 3L{y} = L{0} 𝑝 2L{y} − py(0) − y’(0) 

+ 4[pL{y} − y(0)] + 3L{y} = 0 𝑝 2L{y} − 2p + 3 + 4[pL{y} − 2] + 3L{y} = 0 𝐿{𝑦}(p2 + 4p + 3) = 2p + 5 

𝐿{𝑦} = 2𝑝 + 5 (𝑝 + 1)(𝑝 + 3) 𝐴𝑝𝑝𝑙𝑦𝑖𝑛𝑔 𝐼𝑛𝑣𝑒𝑟𝑠𝑒 𝐿𝑎𝑝𝑙𝑎𝑐𝑒 𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚, 𝑦(𝑡) = 𝐿 −1 { 2𝑝 + 5 (𝑝 + 1)(𝑝 + 

3) } 𝑁𝑜𝑤, 𝐵𝑦 𝑢𝑠𝑖𝑛𝑔 𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛, 𝑦(𝑡) = 3 2 𝐿 −1 { 1 (𝑝 + 1) } + 1 2 𝐿 −1 { 1 (𝑝 + 3) } 𝑦(𝑡) = 3 2 𝑒 

−𝑡 + 1 2 𝑒 −3t 

Is the required solution. 

The graph of the above solution is as follows, 
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Fig.1 Graph of Solution 𝑦(𝑡) = 3 2 𝑒 −𝑡 + 1 2 𝑒 −3t 

 

Ex.2)Solve 𝑦" + 𝑦 = 0, 𝑦(0) = 0, 𝑦′(0) = 1 , Using Fourier Transform. Solution: The Fourier Transform of 

y(x) is defined as, 𝑦̂(𝑘) = 𝐹(𝑦(𝑥)) = ∫ 𝑦(𝑥)𝑒 ∞ −𝑖𝑘𝑥 −∞ 𝑑𝑥 The given Equation is, 𝑦" + 𝑦 = 0, 𝑦(0) = 0, 𝑦′(0) 

= 1 By applying fourier transform, 𝐹(𝑦" + 𝑦) = 𝐹(0) 𝐹(𝑦") + 𝐹(𝑦) = 0 −𝑘 2𝑦̂(𝑘) + 𝑦 ̂(𝑘) = 0 => 𝑦̂(𝑘)[−𝑘 2 + 

1] = 0 𝑦̂(𝑘) = 𝐴𝛿(𝑘 − 1) + 𝐵𝛿(𝑘 + 1) 

Where 𝛿(𝑘) is Diracdelta function and A,B are constants determined from intial conditons. By applying 

inverse Fourier Transform to 𝑦̂(𝑘) , 𝐹 −1 (𝑦̂(𝑘)) = 𝐹 −1 (𝐴𝛿(𝑘 − 1) + 𝐵𝛿(𝑘 + 1)) 𝑦(𝑥) = 1 2𝜋 [𝐴 ∫ 𝛿(𝑘 − 1) 

∞ −∞ 𝑒 𝑖𝑘𝑥 + 𝐵 ∫ 𝛿 ∞ −∞ (𝑘 + 1)𝑒 𝑖𝑘𝑥 𝑑𝑘 We Know ∫ 𝛿 ∞ −∞ (𝑘 − 1)𝑓(𝑘)𝑑𝑘 = 𝑓(𝑎) 𝑦(𝑥) = 1 2𝜋 (𝐴𝑒 𝑖𝑥 + 

𝐵𝑒 −𝑖𝑥) To find constants A and B, 𝑦(0) = 𝐴 + 𝐵 2𝜋 = 0 => 𝐴 + 𝐵 = 0 => 𝐵 = −𝐴 𝑦 ′ (0) = [ 𝐴𝑖𝑒 𝑖𝑥 − 𝐴𝑖𝑒 

−𝑖𝑥(−1) 2𝜋 ] = 1 => 𝐴𝑖 + 𝐴𝑖 2𝜋 = 1 𝐴 = 𝜋 𝑖 = −𝑖𝜋 𝐵 = 𝑖𝜋 ℎ𝑒𝑛𝑐𝑒 𝑦(𝑥) = −𝑖𝜋 2𝜋 𝑒 𝑖𝑥 + 𝑖𝜋 2𝜋 𝑒 −𝑖𝑥 𝐵𝑢𝑡 𝑒 𝑖𝑥 

= 𝑐𝑜𝑠(𝑥) + 𝑖𝑠𝑖𝑛(𝑥) => 𝑦(𝑥) = 𝑠𝑖𝑛(𝑥 ) is the required Solution. 

 
Fig.2 Graph of solution y(x)=sin(x) 

 

Ex.3) Solve the Differential Equation using Wavelet Transform, 𝑦” + 𝑦 = 0 , 𝑦(0) = 1, 𝑦’(0) = 0. 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛: 

𝑦” + 𝑦 = 0 , 𝑦(0) = 1, 𝑦’(0) = 0. Exact solution =cos(x) The graph of the exact and approximate solution is 

as follows,  
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Fig.3 Graph of exact and approximate solution y(x)=c0s(x) 

 

VI. CONCLUSION  

 

Fourier transform is probed for its utility in converting differential equations into algebraic equations, 

particularly beneficial in problems with periodic boundary conditions. Laplace transform is highlighted for its 

effectiveness in handling initial value problems, particularly in the analysis of linear time-invariant systems. 

The wavelet transform is reviewed for its ability to manage non-stationary signals and its application in solving 

differential equations with complex, transient features. By comparing these transformations, the paper 

enhances their respective strengths and limitations, providing insight into their appropriate use cases. The 

study aims to serve as an important asset for researchers and practitioners seeking to apply these significant 

mathematical tools to solve differential equations in various scientific and engineering contexts. 
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Abstract : 

Modifying optical properties of crystal is very fundamental need for designing various photonic devices hence in 

current investigation the oxalic acid (OA) has been firstly doped in cadmium thiourea acetate (CTA) crystal with 

aim to optimize the third order nonlinear optical (TONLO) properties of CTA crystal. The pure and doped CTA 

crystals have been grown by slow solvent evaporation technique at 35˚C.The structural parameters of grown crystals 

have been determined using the single crystal X-ray diffraction technique. The incorporation of OA in CTA crystal 

matrix has been corroborated  by FTIR ( Fourier transform infrared) analysis. The OA doped CTA crystals were 

subjected to Z-scan analysis to identify the nonlinear nature of studied crystals. The laser induced TONLO 

properties of OA doped CTA crystal have been determined at 632.8 nm. The nonlinear refraction and absorption has 

been explored with the aid of close and open aperture Z-scan configuration. The magnitude of nonlinear constants 

viz. nonlinear refraction (n2), absorption coefficient (β), cubic susceptibility (χ3) and figure of merit has been 

calculated using the transmittance data.  

Keywords: Crystal growth, Optical studies, Z-scan analysis, TONLO paramaters 

 

I. INTRODUCTION 

 

Thiourea coordinated metal complex crystals have gained considerable attention in past few decades owing to their 

unique credibility of beholding the properties of both organic and inorganic counterparts which rank them as 

superior materials for designing microelectronics, photonics, optical switching, optical data storage, frequency 

conversion and modern nonlinear optical (NLO) devices [1-4]. The list of thiourea metal complex crystals is quite 

large amongst which some promising crystals are under constant investigation such as calcium bis thiourea chloride 

(CBTC), zinc thiourea sulphate (ZTS), zinc thiourea chloride (ZTC), bis thiourea cadmium formate (BTCF), bis 

thiourea cadmium chloride (BTCC), bis thiourea zinc acetate (BTZA), cadmium thiourea acetate (CTA), etc [5-7]. 
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The materials embodied with transition elements having closed d10 shell electrons express excellent optical 

properties [8], hence CTA is realized to be the interesting material to investigate so as to find its applicability for 

suitable optical device applications. The intruding fact observed in literature is that very few research groups have 

grown and explored the characteristic features of pure CTA crystal [9-11]. Furthermore, the fact that encourages 

more to investigate the CTA crystal is that there are very few reports available on doping of impurity in CTA crystal. 

As doping is the most effective way to modify the intrinsic and extrinsic properties of host crystal [12], the doping 

effect of glycine, L-alanine, L-cysteine and L-valine on distinct properties of CTA crystal has been explored [13-

15].The analysis of several path breaking reports adds to the knowledge that the organic dopants having the donor-

π-acceptor moieties and good polarizing nature reinforce constructive impact on linear and nonlinear optical 

properties of host crystal [16-17].                                              

 

As oxalic acid (OA) are realized to have abundance of π-bonded network which is the foremost requirement for 

improving the NLO properties and the electronic response time of single crystal [16]. Therefore they fulfill their 

suitability as a dopant for optimizing the optical properties of CTA crystal.  

 

Thus in current investigation the significant impact of OA on third order nonlinear optical properties of CTA crystal 

has been explored. The comparative evaluation third order nonlinear optical properties of grown crystals has been 

accomplished by employing the Z-scan characterization techniques. 

 

1. Experimental procedure 

The required salt was synthesized by solvating cadmium acetate (1mole) and thiourea (2mole) in double distilled de-

ionized water. Purity of CTA metal complex salt has been maintained by the repetitive re-crystallization. Oxalic 

acid in 0.5M% was doped in the supersaturated solution of purified CTA. The solution was allowed to agitate for ten 

hours to achieve homogeneous mixing of dopant and host material. The homogeneously doped CTA solution was 

filtered in the separate beaker using the standard Whatman No. 1 filter paper and kept for slow solvent evaporation 

process  in a constant temperature bath at 35˚C (±0.01˚C)  by covering the filtrate with perforated coil. The good 

quality crystals of OA-CTA were grown by spontaneous nucleation process after ten days respectively. The purity 

of the grown crystals has been achieved by repetitive recrystallization process. The grown CTA, OA-CTA crystals 

are shown in Fig.1.  
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Fig.1. (a) Pure CTA (b) OA-CTA 

3. Results and discussion 

 Z-scan Analysis 

The Z-scan is the most effective technique to examine the TONLO properties of given material at single wavelength 

which makes the scrutinizing of material for specific application more easy and reliable. The Bahae et al first 

introduced the Z-scan technique [18], which is most efficient to examine the nature of TONLO refraction and 

absorption through close and open aperture Z-scan configuration respectively. Initially the system was optically 

aligned and configured to close aperture analysis. The thin and polished doped CTA crystals were placed at focus 

position (Z=0) and then gradually translated in Z-direction about the focus with Gaussian filtered laser beam 

constantly focused on the sample. The transmitted optical signals from the sample was traced with respect to 

position through the detector (having close aperture) placed at far field. The details of Z-scan set up are shown in 

Table1. The closed aperture Z-scan transmittance curve of OA doped CTA crystal is shown in Fig. 2(a). It is 

observed that the OA doped CTA crystal inherits the signature of negative refraction (peak followed by valley) 

which is characteristic of material having self defocusing nature [19-22]. The CTA crystal exhibits positive 

refraction nonlinearity The focused irradiation of laser beam on crystal sample results to spacial distribution of 

optical energy causing a thermal lensing effect which causes change in refraction of crystal [23-24]. The relation 

between (ΔTp-v) i.e. difference between peak to valley transmittance and on axis phase shift (ΔΦ) is related by 

equation [18], 

0.25
0.406(1 )p vT S − = − 

                (1)
 

where S = [1-exp (-2ra
2/ωa

2)] is the aperture linear transmittance, ra is the aperture radius and ωa is the beam radius at 

the aperture. The TONLO refractive index (n2) of OA doped CTA crystal was calculated using the relation [18], 

2

0 eff

n
KI L


=

                      (2) 

Where, K = 2π/λ (λ is the laser wavelength), I0 is the beam intensity at the focus, Leff = [1-exp (-αL)]/α, is the 

effective thickness of the sample which depends on α-linear absorption coefficient and L-thickness of the sample (L). 

The n2 of OA doped CTA crystal is of order 10-11 cm2/W. The open aperture Z-scan analysis helps to analyze the 
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effective TONLO absorption behavior and thus the open aperture Z-scan curve of OA doped CTA crystal was traced 

as shown in Fig.2 (b). It shows that OA doped CTA crystal exhibits reverse saturable absorption (RSA) 

phenomenon [25-26]. The RSA effect is governed by the multi-photon absorption assisted by excited state 

absorption effect [27] on the contrary the SA effect is expressed due to dominance of ground state linear absorption 

over the excited state absorption [28]. The TONLO absorption coefficient (β) of doped CTA crystals has been 

evaluated using the given equation [18], 

0

2 2

eff

T

I L



=

      (3)

       

(ΔT- one valley value at the open aperture Z-scan curve) 

The value β of OA-CTA crystal is found to be of the order of 10-6 cm/W. The cubic susceptibility (χ(3)) of doped 

CTA crystal has been evaluated using equations [18], 

(3) 4 2 2 2

0 0 2Re ( ) 10 ( ) / ( / )esu C n n cm W  −
=

  (4)
 

(3) 2 2 2 2

0 0Im ( ) 10 ( ) / 4 ( / )esu C n cm W   −
=

 (5) 

(3) (3) 2 (3) 2(Re ) (Im )  = +
    (6) 

Here the parameters are 

ε0 - vacuum permittivity, 

 n0 - linear refractive index of the sample and  

c - Velocity of light in vacuum. 

The χ(3) gives the polarizing ability of the material which is facilitated by the charge delocalization over the pi 

bonded network of molecular system [29-30]. The χ(3) of OA doped CTA crystal has been determined which is 

found of order 10-5 esu and 10-3 esu. The TONLO behavior of OA doped CTA crystal is as mentioned & compared 

in Table 2. The crystals with promising TONLO properties can be potential candidate for designing ultrafast optical 

switching, 3D optical data storage, photodynamic therapy and optical power limiting devices [31]. 

Table1. Optical resolution of Z-scan setup  

Parameters and notations Details 

He-Ne Laser wavelength (λ) 632.8 nm 

Lens focal length (f) 30 mm 

Optical path length (Z) 85 cm 

Beam waist (wa)  3.3 mm  

Aperture radius (ra) 2 mm 

Incident intensity at the focus (Io)   26.5 MW/cm² 

 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 348-354 

 

 

 
352 

 

Fig.2. (a) Close aperture Z-scan transmittance curve of OA-CTA crystal and (b) Open aperture Z-scan transmittance 

curve of  OA-CTA 

 

Table 2. Comparison of TONLO parameters 

Crystal n2   (cm²/W) β  (cm/W) χ3 (esu) Reference 

CTA 8.37 x10-11 4.70 x10-6 2.58 x10-4 [14] 

LV-CTA 5.06 x10-11 9.05 x10-6 3.34 x10-4 [14] 

LC-CTA 4.85 x10-12 1.19 x10-5 6.18 x10-5 [15] 

OA-CTA 1.25 x10-11 2.36 x10-6 1.02 x10-5 Present work 

 

4. Conclusion 

The undoped and OA doped CTA single crystals have been successfully grown by slow solvent evaporation 

technique and characterized to explore the constructive impact of OA on third order nonlinear optical properties of 

CTA crystal. The Z-scan analysis confirmed the TONLO nature of doped CTA crystals at 632.8 nm. The OA doped 

CTA crystal delivered the negative nonlinear refraction (n2 = 1.25×10-11 cm2/W) and reverse saturable absorption 

effect (β = 2.36×10-6 cm/W) with χ3 of magnitude 1.02×10-5 esu. The comparative analysis thus confirms that the 

OA effectively tailor the studied optical properties of CTA crystal which makes them the better alternative for 

designing distinct NLO device applications.  
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Abstract : 

Math and physics share a relationship in which each can benefit the other.Mathematics is a very beautiful 

subject and very much an indispensable tool for physics. In this article some mathematical concepts are used to 

describe theoretical physics. Here we shall elucidate upon differential geometry, infinite series, Fourier and 

integral transforms, special functions, calculus, complex algebra, topology, group theory, linear algebra, etc. it is 

not wrong to say that mathematics is such powerful tool without which there cannot be Physics theory.We 

argue that adequately matching mathematics and physics education supports a parallel evolution of 

mathematical understanding and its applications in physics. 

 

Introduction: 

 A deep, integrated understanding of concepts in physics cannot exist without understanding their 

mathematical descriptions. Let us consider, for example, the simple laws of classical mechanics. The physics of a 

point is generally described by a series of equations. The simplest one, usually introduced early in the 

curriculum, is  

                                                                𝑑 = 𝑣𝑡,  

Where d is the distance travelled in meters, v the speed in meters per second, and t is the time in seconds. 

Students are typically asked to find either d or v, and are provided with the other quantities. Thus, at the core 

of mastery of this simple equation lies a solid understanding of multiplication and division. This concurrent 

mathematical understanding becomes more advanced in line with the increasing complexity of physics 

concepts. For example, to improve their understanding of classical mechanics further, pupils and students need 

to learn more sophisticated mathematical concepts like the derivative and the integration. Only then can they 

be introduced to the notion of acceleration and the relationship between acceleration, speed, and change of 

position. To take an example, from the simplest formula of a falling object. 

mailto:abhiarud@gmail.com
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                            𝑦 = −
1

2
𝑔𝑡2  ,  where𝑔 = 9.81𝑚/𝑠2. 

Students can learn position change as a function of the 𝑔  force on Earth. From this, they can play with 

derivatives in order to construct an internal representation of how speed varies as a function of time. The above 

highlights the central fact that the accuracy of the mental representation of the law of motion is embedded into 

the mathematical concepts describing it. Hence, understanding the mathematical concept is central to 

understanding the physics phenomenon. This simple example illustrates the fact that physics, in describing 

reality, uses mathematical tools which, in turn, offer an accurate description of reality. The theory of 

electromagnetism is dominated by the Maxwell equations, Einstein’s equations describe the law of the universe 

at the highest scale, and quantum mechanics describes the behaviour of particles at the smallest end of the 

scale. In short, the tight link between mathematics and physics can be found at every corner. 

Applications: 

Some Mathematical Techniques in Physics Theory 

1. Calculus. 

2. Group Theory. 

3. Complex Analysis. 

4. Integral Transforms. 

5. Ordinary and Partial Differential equations. 

6. Greens Functions. 

7. Tensors and Matrices. 

8. Topology. 

 9. Infinite Series 

10. Functional Analysis. 

11. Special Functions 

12. Vector Spaces. 

 

Calculus: Calculus is used in physics to calculate the centre of mass, the centre of gravity, object`s trajectory 

and so on. Without integration physics is incomplete. Integrals are used in physics to find Gravitational centre, 

the mass centre, vehicle mass and moment of inertia, satellite`s velocity and trajectory, finding the area 

encompassed in the eclipse and any enclosed area bounded by the X-axis and Y- axis can be find using integral 

calculus. 

Linear momentum in Quantum Mechanics is defined as 
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𝑝 = −𝑖ℎ
𝜕

𝜕𝑥
 

And Hamiltonian can be expressed in terms of 𝑝. Integral and differential equation form the backbone of 

theoretical Physics. Quantum Mechanics when combined with the concept of Special Theory of Relativity 

yields the Quantum Field Theory. 

Group Theory:  

Group theory is a powerful mathematical tool that can be used to study symmetric physical systems in physics, 

such as molecules, crystals, and atomic spectra. It can also be used to solve problems in atomic and nuclear 

physics. Group theory can help you explain the most important characteristics of atomic spectra. Group 

theory is used to analyze molecular vibrations and electronic structure in molecules. This analysis helps in 

predicting and interpreting spectroscopic data. It is also used in crystallography to study the symmetries of 

crystals and predict their physical and chemical properties. 

According to Noether`s theorem, if a Lagrangian 𝐿 is invariant under some symmetry transformations, then 

there are conserved quantities in the physical system.  

Consider example; if  𝐿 is invariant under translation in space, then the linear momentum is conserved. Such 

transformations can be shown to form groups. Rotation groups form group SO(n). Electric charge conservations 

is the consequence of invariance under U(1) group, called gauge transformations. Symmetry of nuclear force 

under the exchange of neutron- proton (n-p) led scientists to show that the nuclear force is invariant under 

group SU(2), where the fundamental representation is 2-dimentional.  

(
𝑛
𝑝) 

Similarly the three quarks form a fundamental representation of SU(3) 

 

(
𝑅
𝐺
𝐵

) 

Or  

(
𝑢
𝑑
𝑠

) 

Where R, G, B stands for red, green and blue quarks and u, d, s stands for up, down, strange type of flavors of 

quarks. Accordingly we have gauge theories for the respective groups U(1)Y, SU(2)L, and SU(3)C. Gauge theories 

help explain the interactions among fundamental particles. Also elementary particles can be grouped according 

to these groups. Each group has generator and they obey lie algebra. 

For. Example, the three Pauli matrices 𝜎1,𝜎2,𝜎3 are generators of the group SU(2) 

𝜎1= (
0 1
1 0

) , 𝜎2= (
0 −𝑖
0 0

) , 𝜎3= (
1 0
0 −1

) 
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And lie algebra is  

{𝜎𝑗,   𝜎𝑘} = 2𝑖𝜖𝑗𝑘𝑙 𝜎𝑙 

Where 𝜖𝑗𝑘𝑙 totally antisymmetric tensor of rank 3. 

Complex Analysis 

Complex analysis helps formulate wave functions and interpret quantum states, which is important for 

understanding how particles behave at a quantum level. Complex variables are also a fundamental part of 

quantum mechanics, appearing in the wave equation. Complex functions are used in potential flow theory to 

describe two-dimensional, inviscid, incompressible fluids. Complex analysis is also used in hydrodynamics, 

thermodynamics, twistor theory, conformal field theory, and string theory.  

One of the important applications of complex analysis in the function that explains the propagation of a 

particle from one point in space to another is in Feynman`s propagator. It can be expressed in terms of 

Green`s function 

𝐺(𝑟, 𝑟`) =  
1

(2𝜋)4
∫ 𝑑4𝑝

𝑒𝑖𝑝.(𝑟−𝑟`)

𝑝2 − (𝑘2 + 𝑖. 𝜖)
 

The integration in complex –plane is done along the semicircle. The Feynman`s propagator is used in 

calculation of cross section of all physical processes.  

Integral Transforms:  

Integral transforms have many uses in physics, including solving differential equations, analyzing functions, 

and mapping one domain into another for easier analysis. 

Integral transform 𝑔(𝑠) of a function 𝑓(𝑡) is defined as  

𝑔(𝑠) =  ∫ 𝑑𝑡𝐾(𝑠, 𝑡)𝑓(𝑡)
𝑏

𝑎

 

Where K(s, t) is a kernel. Integral transform can be of many kinds 

Fourier Transformation 

Laplace Transformation 

Dirac delta function 

Mellin transform 

They find applications in solving field equations, field quantisation procedure, propagator of the field etc. An 

example of integral transform is 

∫ 𝑑3 𝑥′𝛿3(𝑥 − 𝑥′)∅(𝑥′)𝑣(𝑥′) = ∅(𝑥)𝑣(𝑥) 

Which follows from the property of Dirac-delta functions, Here ∅(𝑥) is a scalar field and 𝛿3(𝑥 − 𝑥′) is the 

three dimensional Dirac delta function.  
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Ordinary and Partial Differential Equations: 

Differential Equations are used to mathematically formulate and to find the solution of, physical and other 

problems involving functions of several variables, such as the propagation of heat or sound, fluid flow, 

elasticity, electrostatics, electrodynamics, thermodynamics. 

All wave equations are of the form of differential equations, which in field theory become field equations.  

The relativistic version of the Schrdinger equation- Klein- Gordon equation 

−ℎ2
𝜕2∅

𝜕𝑡2
= −ℎ2𝑐2∇2∅ + 𝑚2c4∅ 

Covariant form of Maxwell equations 

Gauss`s Law-        ∇. 𝐸 =
𝜌

𝜖0
 

Gauss`s Law for magnetism -      ∇. 𝐵 = 0 

Maxwell Faraday Equations-       ∇ × 𝐸 = −
𝜕𝐵

𝜕𝑡
 

Ampere’s Circuital law with Maxwell’s correction-        ∇ × 𝐵 = 𝜇0J+ 𝜇0𝜖0 
𝜕𝐸

𝜕𝑡
 

Are some examples of ordinary and partial differential equations. The covariant form of above Maxwell’s 

equation is used in Field Theory. 

Another example of partial Differential equation is that of the heat equation which is the parabolic 

partial differential equation that describes the distribution of heat in a given region over time. The heat 

equation is  

𝜕2𝑢

𝜕𝑡2
− 𝛼∇2𝑢 = 0 

                Where 𝛼 is positive constant and  ∇2denote Laplace operator. 

Green’s Functions - 

Green’s function  method  is used in solving Field equations 

𝑒. 𝑔.  the equation,  

(∇2 + 𝐾2)𝜓(𝑟) = 𝑣(𝑟)𝜓(𝑟) 

Can be solved using a Green’s function G(r, r’), such that 

(∇2 + 𝐾2)𝐺(𝑟, 𝑟′) = −𝛿3(𝑟, 𝑟′) 

And 𝜓(𝑟) can be expressed in terms of G(r, r’) 
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Tensors and Matrices - 

Matrices and tensors are both used in physics to describe physical transformations and solve problems. 

Matrices, often as operators, signify observable quantities in quantum mechanics and simplify space 

transformations. Tensors contribute to General Relativity, denote stress and strain in materials, and aid in 

expressing Maxwell's equations, thus enabling understanding of key physical phenomena. 

In special Theory of Relativity, Tensors and Matrices are used. the invariant  interval between two physical 

events can be expressed as 

𝑑𝑠2 = 𝑔𝜇𝜗𝑑𝑥𝜇𝑑𝑥𝜗 

 

where 𝑔𝜇𝜗 is the metric tensor, and dx is the 4-dimensional spacing between two points. In Minkowski’s space 

                                                𝑔𝜇𝜗 = [

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

]    

Moreover, in the Quantum Field Theory, all field equations are used in 4-vector notation (Einstein’s unified 4-

dimensional space), with 

Lorentz covariant formulations. Hence tensors form necessary ingredients for Theoretical High Energy Physics, 

e.g, the Dirac field equation is, 

 

(𝑖𝛾𝜇𝜕𝜇 + 𝑚) = 0 

 

Also, in Quantum Mechanics, wave functions are taken as components of a Hilbert space and are treated as 

column orrow vectors. 

Operators are treated as matrices in Matrix Mechanics formulation of Quantum Mechanics. For example, LZ, 

the third component of angular momentum operator is 

 

𝐿𝑧 = 𝑖
ℎ

2𝜋
(

1 0
0 −1

) 

 

Topology 

It is an area of Mathematics concerned with the properties of space that are preserved under continuous 

deformation, 

Such as bending or stretching, but not tearing or gluing. along with algebraic or differential geometry, it is used 

in 
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String Theory. As discussed earlier, String Theory exists in higher dimensions, so compactification is required 

to go from 

higher to 4 dimension. This compactification can be done, e.g, along circle or torus, etc. Hence geometry of 

torus is needed in String Theory. 

 

Infinite Series 

Infinite series find many applications, including solutions of wave equations, field equations, evaluation of 

integrals etc, and TP. It is also used in perturbation theory− when a system is perturbed by an external force, or 

when interaction 

among particles are treated as perturbations to the free Hamiltonian. 

The exponential can be expanded as an infinite series 

 

𝑒𝑥 = 1 +
𝑥

1!
+

𝑥2

2!
+

𝑥3

3!
+

𝑥4

4!
+

𝑥5

5!
+

𝑥6

6!
+ ⋯ 

 

An applications of exponential series is Planck radiation formula at low temperatures 

 

8𝜋
𝑉2

𝐶3

ℎ𝑉

𝑒
ℎ𝑉

𝑘𝑇 − 1
=  8𝜋

𝑉2

𝐶3
 𝑘𝑇 

 

 

Functional Analysis 

Function of a function is called a functional. In Quantum Field Tteory, the field is a function of 4− D position 

vector. 

                                     ɸ = ɸ (𝑋𝜇)  

and the Lagrangian is a function of  ɸ (𝑋𝜇), hence  

 𝐿[ɸ (𝑋𝜇)]  

is a functional. This functional analysis is used in Perturbation theory, which forms a necessary tool to handle 

interaction among particles in Theoretical Physics. 

 

Special Functions: 

Special Functions is a very important and commonly used mathematical concept. Solution of Schrodinger 

equation which forms the basis of Quantum Mechanics and Quantum Field Theory, uses associated Legendre’s 
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polynomial and Hermite polynomial. Perturbation theory, which forms the basis of interaction among 

elementary particles uses special functions. Special functions form the complete Orthogonal basis,  a plane wave 

solution can be expressed in terms of Legendre’s functions. Bessel function is used in electromagnetic wave 

confined between concentric and cylindrical surfaces. 

 

Vector Spaces: 

The spaces, whose elements are functions, constitute vector spaces. The following spaces are vector spaces. 

The space of continuous real or complex valued function defined on an interval [a, b]. 

 

The space of real or complex valued function of a real variable x satisfying 

lim
𝑥→∞

𝑓(𝑥) = 0 

The values 𝑓(𝑥) of a function for various values of x are analogues of components of a vector which are now 

labelled by a continuous index. 

Hilbert Space- Hilbert space is a space of vectors or functions for which inner product of any two vectors or 

functions is positive definite and norm of a vector is given by 

 

𝑓(𝑥) = √(𝑓, 𝑓) 

 

Where (𝑓, 𝑓) is the inner product defined as 

(𝑓, 𝑓) =  ∫ 𝑑𝑥𝑓∗(𝑥)𝑓(𝑥)
𝑏

𝑎

 

Where the integral is a Riemann integral. The simple example of Hilbert spaces are the spaces of n-rowed 

column vectors with scalar product 

 

(𝐴, 𝐵) = ∑ 𝐴𝑖
∗

𝑛

𝑖=1

𝐵𝑖 

Conclusion: 

It is evident that physics and math are very much intertwined with each other. It is difficult to study one 

without the other, and vice versa. The concepts in physics often require a strong mathematical background in 

order to be fully understood. This is why many physicists also have a deep understanding of mathematics. The 

two subjects complement each other perfectly, and together they provide a strong foundation for scientific 

knowledge. 
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Abstract : 

Nanocrystalline Ni0.30Cu0.30Zn0.40Fe2O4 soft ferrite was synthesized via sol gel auto combustion method. 

The synthesized ferrite composition was characterized using XRD and FTIR technique and structural parameter 

were investigated. The magnetic properties were determined using VSM. XRD data reveals the single phase 

cubic spinel structure. All the Braggs reflections have been indexed and confirm the formation of single phase 

cubic spinel structure. The FTIR spectra of synthesized ferrite composition showed two absorption bands (υ1 

and υ2) in the range 400-600 cm-1 belonging to tetrahedral (A) and octahedral (B) sites in the spinel lattice. 

The elastic properties of present ferrite system were investigated using FTIR spectra. The crystalline size is 

determined using Debye scherrer’s formula and found to be in nanometre range of 26 nm and is in good 

agreement with the grain size obtained from SEM. The magnetic characteristics such as saturation 

magnetization, coercive force and remenance ratio were investigated using VSM. 

Keywords: Ferrite, Sol-gel, XRD, FTIR, VSM. 

 

I. INTRODUCTION 

 

The term ferrite is commonly used generically to describe a class of magnetic oxide compounds which contain 

iron oxide as a main component. Spinel ferrites are known to be a class of chemically and thermally stable 

materials and suitable for a wide variety of applications such as those in hyperthermia, information storage 

systems, gas sensors, microwave devices, magnetic recording media, electronic industries, humidity sensors and 

green anode materials [1–6]. The synthesis of spinel type nano-structured magnetic materials with the general 

formula M2+(Fe3+)2O4 (where M2+= Mn2+, Co2+, Ni2+, Cu2+, Zn2+, etc.) has become an important part of 

modern ceramic research, due to their unique physical and chemical properties than that of their bulk 

counterparts [7]. It is known that the chemical composition, method of preparation, doping additives, and 

sintering conditions are found to affect the properties of the ferrite materials [8]. Various synthesis techniques 

have been developed and used for the preparation of nanocrystalline spinel ferrite nano particles such as 

solvothermal [9], coprecipitation [7], hydrothermal [10], sol–gel [11] and combustion [12] methods. Among 

other substituted ferrites the Ni- Zn ferrites are known to be a stable material and extremely used in many 
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electronics devices because of their interesting properties such as high resistivity, moderate saturation 

magnetization, low coercivity, high Curie temperature, moderate initial permeability good mechanical hardness 

and chemical stability [13-23]. Diamagnetic substitution in spinel ferrites is found to be interesting as it induces 

changes in the structural and the magnetic properties [24-30]. The introduction of diamagnetic ions into spinel 

ferrites is expected to weaken the magnetic coupling within the structure, which may change the magnetic 

properties. Therefore, in this attempt Ni0.30Cu0.30Zn0.40Fe2O4 nanoferrite was synthesized using sol gel auto 

combustion method. In this present work we report the structural, eleastic, surface morphological and magnetic 

properties of Ni0.30Cu0.30Zn0.40Fe2O4 nanoferrites. 

 

II. METHODS AND MATERIAL 

 

The nanoparticle of Ni0.30Cu0.30Zn0.40Fe2O4 ferrite was prepared by using sol gel auto combustion method. 

Nickel nitrate (Ni(NO3)2.6H2O), copper nitrate (Cu(NO3)2.3H2O), zinc nitrate (Zn(NO3)2.6H2O), ferric 

nitrate (Fe(NO3)2.9H2O) and citric acid (C6H8O7.H2O). All AR grade raw salt are used as a primary material. 

The solutions of nitrates were prepared in minimum amount of de-ionized water; Citric acid is used as a 

chelating agent. The mixture was stirred and heated continuously at 80°C in order to convert it in to viscous 

brown gel. After the formation of gel the stirring is stopped and get allowed to burn via auto combustion 

reaction. After complete burning a loose floopy powder of the end product is obtained. This synthesized 

powder was heated at 200°C for two hours to remove the water content. This powder was again heated at 500°C 

for four hours. Final sintering was done at 1000°C for ten hours. 

 

Characterization: 

X ray diffraction in 2θ range of 20° to 80° at room temperature using CuKα, λ = 1.5406 Å radiation. An FTIR 

spectrum was recorded using FTIR-Shimatzu Iraffinity IR spectrometer in the range 300 to1000 cm-1. FE-SEM 

study was carried out using NOVA NANO SEM-450 with accelerating voltage of 20KV. Magnetic measurement 

was obtained using VSM with applied field ± 20 KOe at room temperature. 

 

III. RESULTS AND DISCUSSION 

 

A) X- Ray Diffraction: 

Fig.1 shows the XRD pattern of Ni0.30Cu0.30Zn0.40Fe2O4 ferrite composition. All the Braggs reflections have 

been indexed and confirm the formation of single phase cubic spinel structure. XRD pattern clearly shows all 

allowed Braggs reflections of spinel structures as (220), (311), (222), (400), (422), (511), (440) and (533). These 

reflections correspond to the allowed values of reflections for cubic spinel structure. The X-ray diffractograms 

do not point out the occurrence of any unwanted phase confirming the single-phase spinel formation.The 

structural parameters such as lattice constant, crystalline size D, X-ray density and bulk density, % porosity and 

site radii were estimated using standard formula [8,9,10,11, 12] and mentioned in table 1. The lattice parameter 

of Ni0.30Cu0.30Zn0.40Fe2O4 ferrite composition is found to be 8.3785Å. The particle size obtained from X-ray 

pattern by using Debye Scherrer’s formula is in the nano-meter range of 26 nm. 
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Fig.1 XRD pattern of Ni0.30Cu0.30Zn0.40Fe2O4 

 

Table:1-structural parameters of Ni0.30Cu0.30Zn0.40Fe2O4 

Lattice constant a 
(Å) 

8.3785 

Crystalline size 
D nm 

 
26 

x-ray density dX (gm/cm3)  
5.38 

Bulk density dB (gm/cm3)  
4.98 

Porosity (%) P 7.55 
Cation distribution 

(Ni0.07Cu0.07Zn0.12Fe0.74)A 

[Ni0.23Cu0.23Zn0.28Fe1.26]B 
 

site radii 
rA 0.5225 

rB 0.6733 

 

B) FTI R 

Fig. 2 shows the FTIR spectra for present ferrite composition. Two absorption bands corresponding to the 

vibration of tetrahedral and octahedral complexes at 538.14 cm-1 and 409.91 cm-1 were observed, confirming 

the formation of spinel ferrite structure. The absorption band ν1 was caused by stretching of tetrahedral metal 

ion and oxygen bonding, whereas ν2 was caused by the vibration of oxygen in the direction perpendicular to 

the axis joining tetrahedral ion and oxygen ion. Waldron attributed the absorption band ν1 to the intrinsic 

vibration of tetrahedral groups corresponding to the highest restoring force and band ν2 to octahedral groups 

which are due to bond bending vibrations. The difference in the position of two bands ν1 and ν2 could be 

related to the difference in Fe3+ and O2- distance for the A site and the B site. The force constants 

corresponding to the tetrahedral and octahedral complexes are determined and tabulated in Table 2. The 

obtained values of elastic parameters such as Wave velocities, Debye temperature, longitudinal modulus (L), 

Young’s modulus (E), Bulk modulus (B), are also tabulated in Table 2 
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Fig.2 FTIR Spectra of Ni0.30Cu0.30Zn0.40Fe2O4 

 

Table: 2-Elastic parameters ofNi0.30Cu0.30Zn0.40Fe2O4 

Ni0.30Cu0.30Zn0.40Fe2O4 

ν1 cm-1 538.14 

ν2 cm-1 
408.91 

K1 127.37 

K2 103.67 

θD (K) 446.81 

VL (m/s) 5261.84 

VT   (m/s) 3037.93 

VM(m/s) 3372.67 

L(GPa) 137.88 

G (GPa) 45.96 

σ(GPa) 0.2984 

E (GPa) 119.35 

B(GPa) 45.96 

 

C) SEM Analysis:  

Fig. 3 shows the FE-SEM micrograph for ferrite composition Ni0.30Cu0.30Zn0.40Fe2O4 . The crystallite size of 

grains was measured by using Intercept method [13]. The obtained grain size is 26.30 nm which is in good 

agreement with the crystallite obtained using XRD data. Hence the synthesized ferrite material of composition 

is in nanometer range. 
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Fig.3 FESEM and EDX of Ni0.30Cu0.30Zn0.40Fe2O4 

 

D) Magnetic Properties 

Fig.4 illustrates the M-H curve for present ferrite composition. The obtained magnetic parameters are listed in 

Table 2. This M-H curve is used to evaluate the values of saturation magnetization, magnetic moment, coercive 

force and remanence ratio. The cation distribution mentioned in Table 1 influences the magnetic parameters of 

synthesized Ni0.30Cu0.30Zn0.40Fe2O4 ferrite composition. In present system Ni 2+ with the magnetic 

moment of 2.3μB replaces Cu of small magnetic moment 1.3μB , both having strong desire to occupy the both 

tetrahedral and octahedral site , Fe 3+ also distributed over both A and B sites, hence resultant net 

magnetization is according to Neel’s ferromagnetic theory [14]. Table:3- Saturation Magnetization (Ms), 

Remenance Magnetization (Mr), Coercivity (Hc), Remenance ratio (Mr/Ms), Magnetron Number (nB) Magnetic 

parameters of Ni0.30Cu0.30Zn0.40Fe2O4 

Ms Mr Hc Mr/Ms nB 

73.77 1.03 12 0.013 3.15 

 
Fig.4- M-H Curve of Ni0.30Cu0.30Zn0.40Fe2O4 
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IV. CONCLUSIONS 

 

Nanocrystalline ferrite composition Ni0.30Cu0.30Zn0.40Fe2O4 was synthesized by self ignited sol gel auto 

combustion method. The XRD pattern shows the formation of single phase cubic spinel structural of the ferrite. 

FTIR spectra designate the two absorption bands, one foroctahedral site (408.91 cm -1 ). The crystallite size 

obtained from FE-SEM is good agreement with XRD data and lies in nano metre range. The values of magnetic 

parameters show the ferromagnetic behaviour of the present ferrite system. 
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Abstract : 

To overcome limitations of local and  singular  kernel in classical definition of fractional  derivative, recently  

Caputo  and Fabrizio  introduce  new fractional derivative  by using non local and  non-singular  exponential  

kernel.   This  frac- tional  derivative  is generalized  by Atangana and  Baleanu  with  Mittag-Leffler function.  

In this paper,  we used Atangana- Baleanu  -Caputo  fractional  deriva- tive to devlope fractional  order finite 

difference scheme for solving fractional  or- der subdiffusion bioheat  equation.  The stability and convergence 

is established numerically  and  graphically.   Python code is developed  to obtained  numerical and graphical  

solutions  of fractional  order subdiffusion bioheat  equation. 

Keywords and phrases: Fractional  Differential Equation,  Atangana-Baleanu-Caputo fractional derivatives,  

Subdiffusion bioheat equation,  Mittag-Leffler function, Python etc. 2020  Mathematics Sub ject Classification: 

35R11, 80M20, 65M06. 

 

I. INTRODUCTION 

 

Fractional  Calculus is one of the branch of Mathematics having various applications[5] in biology, economics, 

physics, engineering, and chemistry  etc.  Recently many phys- ical problems  are modelled by researchers  

more accurately[20] with  replacement of ordinary  operators  by  fractional  operators.    Many  

mathematicians viz.   Riemann- Liouville, Grunwald-Letnikov, Caputo,  Riesz, Hadmard  etc.  developed 

various clas- sical definitions of fractional  derivative  in literature[20].   Modelling of non-local dy- namical  

systems  by  using  these  definitions  is restricted   due  to  local and  singular kernel[20]. New definition of 

fractional  derivative  with non-singular and non-local[9] exponential  kernel is introduced  by Caputo  and  

Fabrizio[9], later  on this fractional derivative[9] is generalized with  Mittag  Leffler function  as kernel by 

Atangana  and Baleanu[20]. Many researchers applied this definition in various physical models[13].  

This definitions is more useful for solving non-linear systems. 

Numerical  approximations of nonlinear  system  is necessary  due  to  their  complexi- ties.  Recently 

researchers developed many numerical method[11],[17],[18] for solving non-linear  systems.  Now, numerical  

approximations of Atangana-Baleanu fractional derivative  is developed by Atangana and  et.al.[1] and  Yadav  
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and  et.al.[20].  In this paper  we used this  approximation with  Finite  difference method.   We applied  this 

numerical  approximation of Atangana-Baleanu Caputo  fractional  derivative  to frac- tional  order  bioheat  

equation  developed by Takale  and  et.   al.[10].  In 1948, Harry H. Pennes  firstly developed mathematical 

model for temperature in resting  human forearm[4], this model is known as bioheat  transfer  equation,  given 

as below: 

 

 
Time fractional derivative introduce subdiffusion or superdiffusion without disturbing properties of density and 

specific heat of material. Now, subdiffusion is a process of time meomory. Subdiffusion equation contains 

fractional derivative of order α, which is subdiffusion parameter. Note that α = 1 corresponds to normal 

diffusion and 0 < α < 1 corresponds to subdiffusion. We modified fractional bioheat equation (1.1)-(1.3) with 

Atangana-Baleanu fractional derivative instead of Caputo fractional derivative of order α, in the sense of 

subdiffusion i.e. 0 < α < 1. Hence Fractional order subdiffusion bioheat equation is as follow: 
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The paper is arrange as follow: In section 2, some basic definitions of fractional derivatives are discussed. We 

discuss discretization of Atangana-Baleanu fractional derivative and apply in development of finite difference 

scheme for solution of fractional order subdiffusion bioheat equation (1.4) in section 3. Stability and 

convergence of developed finite difference scheme is discussed in section 4. In section 5 approximate solution 

of subdiffusion bioheat transfer equation is obtained by using Python code developed by us. Section 6 is 

devoted to conclusions. 

2 Definitions of Fractional Derivative 

Definition 2.1. Riemann-Liouville Fractional integral:[8] 
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Abstract : 

Nanoscience is the nanoscale science, or items with sizes between nanometres. The study of structures at the 

nanoscale, both natural and man-made, is known as nanotechnology. Depending upon the material structure 

and its properties nanoparticles have different types. These different nanoparticles have different properties 

such as magnetic, optical, electric, chemical etc. Synthesis of nanoparticles are mainly classified into two types 

such as top-down method and bottom-up method and further divided into physical, chemical and biological 

methods. Nanoparticles have a variety of applications in many diverse fields such as environment, medicine, 

agriculture, food, electronics, defence etc. In this review, we described nanomaterial, its history, properties, 

synthesis methods, factors affecting synthesis of nanoparticles, characterization techniques and its applications. 

Keywords: Nanoscience, Nanotechnology, Synthesis Methods, Characterization Techniques. 

 

I. INTRODUCTION 

 

In nanoscience materials are studied at the nanoscale. One billionth of one meter, or 10-9, is referred to as a 

nanometre [1]. Means meter’s one billionth is equal to one nanometre. For nanoscience to be relevant, at least 

single dimension of the material or structure should be between 1 and 100 nm. When structures are sufficiently 

small, they can acquire interesting as well as practical properties. When compared to their bulk quantities, their 

properties in the nano regime are quite distinct [2]. Nanostructure can be formed from metals [3], 

semiconductors [4], carbon-based materials [5] or liquids [6] by using special methods and techniques. 

Synthesized nanostructured materials are observed using special equipment. Nanoscience is now used by 

scientists and engineers of several disciplines such as material science, physical science, chemical science, 

molecular biology, semiconductor physics, microfabrication, molecular engineering, pharmaceuticals, 

memories and information storage, computer etc. 

In the fourth century A.D. Roman glass makers fabricated nanosized metal glasses. In London, the British 

museum has a Lycurgus cup which was fabricated from soda lime glass containing silver and gold nanoparticles 

[7]. In 1959, new era of nanotechnology was started by the great physicist Richard P. Feynman with a famous 

talk, “There’s Plenty of Room at the Bottom” [8]. In this talk he explained manipulating and controlling things 

on a small scale. Nanotechnology is manipulation of matter on atomic scale with one dimension in the range 
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between 1 to 100 nanometres [9]. Nanotechnology is the study of materials at the nanoscale, both natural and 

artificial. Fundamentally, nanotechnology is the engineering of microscopic devices with the potential to 

construct objects from the ground up utilising methods and instruments currently under development to create 

fully functional, extremely sophisticated goods. Nanotechnology produces novel nanomaterials with numerous 

uses such as nanomedicine [10], nanoelectronics, biomaterials, energy production [11], cosmetics [12] etc. 

 

II. PROPERTIES OF NANOMATERIALS 

  

 
Figure 1: Properties of Nanomaterials 

 

III. SYNTHESIS OF NANOMATERIALS 

 

Synthesis methods are broadly classified into two categories such as top-down method and bottom-up method. 

 
Figure 2: Method for Synthesis of Nanoparticles 

Synthesis methods are further divided into three classes such as physical methods, chemical methods and 

biological methods as shown in above figure. Nanoparticles are synthesized using above listed physical 
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methods. These methods work at higher temperatures, usually greater than 350°C. Chemical methods are listed 

in the above figure, temperatures required for these methods are usually below 350°C. Large quantities of 

materials can be synthesised by using these methods. Biological synthesis methods are environmental and less 

toxic methods so they are called green synthesis. 

 

A. Top-Down Approaches 

Top-down approach of the synthesizing method is used for larger structures where processing is externally 

controlled [13]. In this method pattern is generated on a larger scale and then reduced to nanoscale by using 

top- down synthesis methods. This method requires large installations and huge capital for setup so this method 

is quite expensive. Growth process of this method is slow and so not suitable for large scale production. 

B. Bottom-Down Approaches 

This approach includes miniaturization of materials components with a self-assembly process. Basic 

components are combined into more substantial, stable structures during the self-assembly process by means of 

physical forces acting at the nanoscale. In bottom-up methods atoms or molecules are built to nanostructures by 

direct manipulation of atoms or molecules. Basic principle of the bottom-up approach is molecular recognition. 

[14]. 

 

IV. FACTORS AFFECTING ON SYNTHESIS OF NANOPARTICLES 

 

 
Figure 3: Factors Affecting on Synthesis of Nanoparticles 

 

Above figure shows factors which are affecting the synthesis of nanoparticles, these are temperature, pressure, 

time, pH value, particle size and shape, pore size and environment [15]. Temperature is a main parameter 

which affects synthesis of nanoparticles. Synthesis temperature is different for physical, chemical and biological 

synthesis methods. For the physical synthesis method required synthesis temperature is usually greater than 

300°C, for chemical methods it is below 300 °C and for biological methods it is less than 100 °C. Size and shape 

of nanoparticles affected due to pressure. Reaction time affects the quality of synthesized nanoparticles. 

Properties of nanoparticles are mainly dependent on particle size such as the melting point of nanoparticles 

decreases with decrease in size of particles. Chemical properties of nanoparticles depend on the shape of the 

particles. Cost of nanoparticles decides potential applications of materials. Synthesis methods should be cost 
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effective Physical methods and chemical methods are not cost effective but biological synthesis methods are 

less cost and so used for large scale production. 

 

V. CHARACTERIZATION TECHNIQUES 

 

A. X-Ray Diffraction: One popular method for figuring out a composition or structure of crystal is X-ray 

diffraction. The atom structure of bigger crystals, like inorganic compounds and macromolecules, can be 

ascertained using this method. It can determine phase purity, composition, and crystallinity if the size of 

the crystal is too small [16]. 

B. UV Visible Spectroscopy: On the basis of wavelengths, UV-Visible spectroscopy can be classified into the 

visible, ultraviolet, and near-infrared sections of the spectrum. Weak absorption bands are identified 

since their frequency is near to the over frequency of many natural vibrations. As a result, it can be 

applied to non-destructive assessments like figuring out food's sugar, fat, and protein composition as well 

as identifying medications [17]. 

C. Electron Microscope: Electron microscope is a such type of microscope where the light source is an 

electron beam that has been accelerated. With an electron's wavelength up to 100,000 times shorter than 

the visible light. Electron microscopes are able to expose the smaller objects structure [18]. 

D. TG-DTA: A simultaneous thermal analyser which can characterise a material’s numerous thermal 

properties. Temperatures of breakdown, reduction, or oxidation are measured by the TG component. It 

detects weight changes related to oxidation, decomposition, and any other chemical or physical processes 

that cause the sample to gain or lose weight all at once. The DTA component indicates the 

endothermicity or exothermicity of decomposition processes. The DTA also records temperatures for 

phases including melting, crystallisation, and glass transitions where there is no mass loss [19]. 

 

VI. APPLICATIONS 

 

A. Environment 

Nanoparticles are used for water purification, air filtration, and soil remediation. These nanomaterials have 

shown promise in improving the efficiency of environmental remediation processes and reducing the impact of 

pollution on ecosystems [20]. 

 

B. Medicine  

The medicine sector includes targeted drug delivery, imaging techniques, and disease diagnosis nanoparticles. 

These nanoparticles have the potential to revolutionise the field of medicine by improving treatment outcomes 

and reducing side effects for patients [21]. 

 

C. Agriculture 

Nanoparticles in the agriculture industry include enhancing crop productivity, improving nutrient uptake in 

plants, and reducing the need for chemical pesticides. These nanomaterials have the ability to address food 

security challenges and promote sustainable agricultural practices [22]. 

D. Food 
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Nanomaterials have the potential to ensure food safety, reduce food waste, and meet the growing demands of a 

global population. Food industry includes improving food packaging to extend shelf life, enhancing food quality 

through encapsulation of nutrients, and detecting food contaminants [23]. 

E. Electronics 

Applications of nanoparticles in the electronics industry and automotive industry include improving the 

performance and durability of electronic devices, as well as enhancing the efficiency of automotive 

components. These nanomaterials have the potential to revolutionise these industries by enabling smaller, 

faster, and more energy- efficient products [24]. 

F. Defence 

The defence industry includes enhancing the strength and durability of materials used in military equipment, as 

well as improving the effectiveness of sensors and detection systems. These nanomaterials have the potential to 

greatly enhance national security by providing advanced technology for defence purposes [25]. 

 

VII. CONCLUSION 

 

Nanotechnology is a promising era and has opened doors for technology. Nanomaterials having optical, 

magnetic, electric, chemical properties which enhance the applications of nanomaterials. Top-down and 

bottom-up approach synthesis methods are continuously enhanced to increase applications of nanoparticles. 

Researchers are developing new applications for nanoparticles to enhance the applications of nanotechnology 

in many sectors. Furthermore, there has been a noticeable increase in the use of nanotechnologies to alter the 

functionality and performance of systems. Thus, additional research is required to find better ways to apply 

knowledge of nanotechnologies in engineering, computers, electronics, and other fields.  
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Abstract : 

The  paper  describes the  Modified Natural TransformNr [f (ξ)], a novel integral transform that generalizes 

well-known transforms  including the Natural Transform N [f (ξ)], Modified Laplace  Transform, and  Modified 

Sumudu  Transform.  The  re- search  investigates its  qualities,  develops  criteria  for its  existence,  and  

illustrates its  utility  in solving differential  equations  and  other  mathematical issues.  Under certain  

situations, the  Modified Natural Transform converges  to the  Laplace  and Sumudu  Transforms, 

demonstrating its adaptability and durability. 

Keywords: Modified Natural Transform, Modified Laplace Transform, Modified Sumudu Transform,  

Differential Equations. 

 

I. INTRODUCTION 

 

In 1744, Euler,  and  later  Lagrange,  began  working on finding solutions  to  differential equations  

 
but  neither  pursued  the  matter  very far.  Lagrange was an enthusiast of Eulerian  work on integrating 

probability  density functions of the form 

 
which some interpreted within modern Laplace transform  theory  [11]. In 1782, Laplace was drawn to these 

types of integrals,  building on Euler’s earlier work by using the inte- grals themselves as solutions to the 

equations  [9]. During this time, Laplace introduced  

the Laplace Transform,  a very effective tool for finding the solution of ordinary or partial differential equations  

with suitable  initial and boundary  value problems [12]. 

In  1993, G.K.  Watugala   introduced  the  Sumudu  Transform  [4, 3], which  is a  simple variant of the  Laplace  

Transform,   and  in  2008, Zafar  Hayat  Khan  [8] introduced  an integral  transform named  the  Natural  

Transform,  which is similar  to  the  Laplace  and Sumudu  Transforms.   The Natural  Transform  converges to 

both  the Laplace Transform and the Sumudu Transform  by changing variables.  A few years earlier, F.B.M. 

Belgacem had introduced  a concise theory  and its applications  [6, 1]. 
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Integral  transforms  play  a  crucial  role in  solving various  mathematical problems,  es- pecially those  

involving differential  equations.   Among the  well-known transforms,  the Laplace and Sumudu  Transforms  

have been widely used due to their  simplicity and ef- fectiveness in handling  linear time-invariant systems 

[13, 14]. However, these transforms have limitations  when applied to more complex or specific types of 

functions [15]. 

In this  paper,  we introduce  the  Modified Natural  Transform,  a new family member  of integral transforms.  

This transform is a generalization of the Natural  Transform,  which is itself a blend of the Laplace and Sumudu 

Transforms [7]. The Modified Natural Transform is designed to be more flexible and applicable  to a broader  

class of functions,  including those that  are sectionally continuous  and of exponential  order [10]. 

The main objective of this study is to rigorously define the Modified Natural  Transform, explore its 

fundamental  properties,  and compare it with the Modified Laplace and Modi- fied Sumudu Transforms.  We 

also illustrate  the utility of the Modified Natural  Transform in solving differential equations and other applied 

mathematical problems [16, 17, 18, 19]. 

 

II. PRELIMINARIES 
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III. MODIFIED NATURAL TRANSFORM 

 

The modified Natural transform of sectionally continuous and exponential ordered function f(ξ) is defined over 

the set of functions 
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Remark: 

1. In (16), if p = 1 then we get the first shifting property of Modified Sumudu transform. 

That is first equation of (17) 

2. In (16), if k = 1 then we get the first shifting property of Modified Laplace transform. 

That is second equation of (17) 
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Remark: 

1. In (18), if p = 1 then we get the second shifting property of Modified Sumudu transform. 

2. In (18), if k = 1 then we get the second shifting property of Modified Laplace transform. 
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Remark: 

1. In (19), if p = 1 then we get the change of scale property of the Modified Sumudu transform. 

2. In (19), if k = 1 then we get the change of scale property of Modified Laplace transform. 

3 Nr Transforms of some elementary functions 

We are evaluated the Modified Natural Transforms of some functions and compared with the Modified Laplace 

Transform and Modified Sumudu Transform by putting the value of k = 1 and p = 1 respectively, where p, k > 0, 

|r| − 1 > 0 pln r k > μ > 0 
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IV. THEOREMS 

 

Theorem 2. Nr Transform of Derivatives: 
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V. MODIFIED INVERSE NATURAL TRANSFORM 

 

We now introduce modified inverse Natural Transform of a function f(ξ) is defined by 
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VI. APPLICATIONS OF MODIFIED NATURAL TRANSFORM 

 

In this section, the use of the proposed transform are presented by finding a solution of various differential 

equations 

Example 1. Solve the First order linear differential equation y′ + y = 0, y(0) = 1 by using Modified Natural 

Transform. 
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VII. CONCLUSION 

 

Natural Transform is an effective tool in Science, Engineering and Technology. Natural transforms have more 

application in areas of Mathematics and Engineering but a much wider extension like an effective application of 

modified Natural Transform in the areas of chemistry, Mathematics, and Physics to find out the solution of 

various differential equations. 

In this paper, we introduce the Modified Natural Transform and its properties are mentioned. 

Some theorems related to the modified Laplace transform and Modified Sumudu transform are also true for this 

modified Natural Transform. In the last article, we solved four examples as an application of modified Natural 

Transform and compared the solution graphically. 
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Abstract : 

This study focuses on the analysis of basic polarimetric characteristics of full-polarization DFSAR data 

specifically through image formats using the Microwave Data Analysis Software (MIDAS). The research 

emphasizes visual representation, leveraging  image-based  outputs to  interpret  polarimetric parameters.  

These  image formats  provide  a  clearer  understanding  of  surface  scattering  mechanisms  and enhance the 

ability to perform detailed environmental and geological assessments using  radar  data.  The  study  

demonstrates  how  MIDAS  can  effectively  process DFSAR data into meaningful visual representations for 

advanced analysis. 

 

I. INTRODUCTION 

 

The   Chandrayaan-2   mission,   launched   by  the   Indian   Space   Research Organization (ISRO) in July 

2019, marks a significant milestone in lunar exploration. 

Equipped with a Dual-Frequency Synthetic Aperture Radar (DFSAR), which operates in the L-band & s band 

frequency. This radar system is designed to penetrate lunar surface layers and provide valuable data for 

understanding the Moon’s surface composition and morphology. One of the key features of DFSAR is its ability 

to capture full-polarization data, which allows for detailed analysis of surface scattering properties. In this 

study, we focus on the basic polarimetric characteristics of the L- band SAR data acquired by Chandrayaan-2’s 

DFSAR. By utilizing the Microwave Data Analysis System (MIDAS), we analyse this data specifically in image 

formats to gain   insights   into   the   lunar   surface’s   scattering   mechanisms.   MIDAS   is   a sophisticated 

tool designed for processing and interpreting polarimetric SAR data, enabling  the  generation  of  high-quality  

visual  representations.  These  images  are crucial for advancing our understanding of the lunar surface and 

supporting further scientific investigations into the Moon’s geological features. This introduction sets the stage 

for a detailed exploration of how DFSAR’s full-polarization data, when processed through MIDAS, can be used 

to enhance lunar surface analysis. 
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II. METHODOLOGY:  

 

The following steps shows the workflow of methodology used to analyze Chandrayaan II dataset. 

 

2.1 Flow chart 

1.   Data Acquisition  

↓ 

2. Radiometric Processing 

→ Calibrated Backscatter Coefficients (σ₀) 

↓ 

3. Covariance and Coherence Matrices Computation 

→ Covariance Matrix (C₃) 

→ Coherence Matrix (T₃) 

→ Matrix (C4) 

↓ 

4. Filtering 

→ Noise-Reduced SAR Images 

↓ 

5. Application of Polarimetric Decomposition Techniques 

├── Freeman-Durden Decomposition 

│      → Scattering Components (Surface, Double-Bounce, Volume) 

├── Yamaguchi Decomposition [ G40 , Y40, Y4R ] 

│      → Extended Scattering Components 

├── H-A-α Decomposition 

│      → Entropy (H), Anisotropy (A), Alpha Angle (α) 

├── Cloude Decomposition 

│      → Entropy (H), Anisotropy (A), Alpha Angle (α) 

└── Pouli Decomposition 

→ Scattering Components with Descriptors (m, δ, χ) 

This flow chart provides a clear sequence of steps for processing SAR data, 

detailing each stage from acquisition through various analytical techniques, while 

preserving the original meanings and processes[1]. 

 

2.2 Data Acquisition and Preprocessing: 

 

2.2.1 Data Acquisition: 

The         dataset         used         in         this         study,         identified         as 

ch2_sar_ncxl_20220920t222945820_d_fp_d32, was acquired by the Dual-Frequency Synthetic Aperture Radar 

(DFSAR) onboard the Chandrayaan-2 spacecraft. This specific dataset corresponds to an L-band full-

polarization SAR acquisition, collected on September 20, 2022. The DFSAR instrument is designed to operate in 

the L-band frequency (1.25 GHz), which is ideal for penetrating the lunar surface and capturing detailed 

information about its scattering properties. 
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The data was collected over a selected lunar region of interest, with the DFSAR configured to capture all 

polarization channels, including HH (Horizontal-Horizontal), VV (Vertical-Vertical), HV (Horizontal-

Vertical), and VH (Vertical-Horizontal). This full-polarization  dataset  is  crucial  for  conducting  a  

comprehensive  polarimetric analysis of the lunar surface, allowing researchers to  investigate different  surface 

materials and textures. 

After acquisition, the raw SAR data was downlinked to ground stations and processed to remove any 

radiometric and geometric distortions, ensuring the highest possible data  quality.  The  specific  dataset,  

ch2_sar_ncxl_20220920t222945820_d_fp_d32, was then calibrated to correct for any sensor-induced biases and 

to ensure accurate representation of the lunar surface. 

Following  calibration,  the  data  was  imported  into  the  Microwave  Data  Analysis System (MIDAS), a 

specialized software tool for polarimetric SAR data processing.  

MIDAS was used to extract key polarimetric parameters from the dataset and generate high-quality image 

formats, which were essential for visual analysis in this study. The processed images provided detailed insights 

into the polarimetric characteristics of the lunar surface, contributing significantly to the understanding of 

lunar geology and surface properties[2]. 

2.2.2 Preprocessing: Data preprocessing includes Processing Using MIDAS: 

MIDAS  (Microwave  Data  Analysis  Software)  is  a  specialized  tool  developed  to process and analyze SAR 

data, including DFSAR data from Chandrayaan-2. It provides a comprehensive suite of functionalities for 

polarimetric and radiometric analysis: 

a. Radiometric Processing:  Convert  level-2  co-  and  cross-polarized backscattering elements into calibrated 

backscatter coefficients (σ₀). 

b. b.   Covariance   and   Coherence   Matrices   Computation:   Compute covariance (C₃) and coherence (T₃) 

matrices from SAR data. 

c. Filtering: Apply polarimetric filters to reduce speckle noise while preserving the data's polarimetric 

characteristics. Use filters such as the Refined Lee filter for Noise-Reduced SAR Images 

d. Calculation of Stokes Parameters and Circular Polarization Ratio (CPR): Compute Stokes parameters and 

CPR for hybrid- polarization and full-polarization SAR data. 

e. Application of Polarimetric Decomposition Techniques: Interpret SAR  data  to  distinguish  different  

scattering  mechanisms  and identify surface materials. 

Techniques: 

• Freeman-Durden Decomposition 

• Decomposes radar signal into surface, double-bounce, and     volume     scattering     components.     

Scattering Components (Surface, Double-Bounce, Volume) 

• Yamaguchi Decomposition [ G40 , Y40, Y4R ] Extends Freeman-Durden by adding a helix scattering 

component for complex surfaces. Extended Scattering Components 

• H-A-α Decomposition 

• Uses eigenvalues of the coherence matrix to compute entropy (H), anisotropy (A), and alpha angle (α). 

• Cloude Decomposition 

• decomposes the scattering matrix into eigenvectors to identify surface, volume, and double-bounce 

scattering mechanisms. 

• Pauli Decomposition 
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• Pauli  decomposition  allows  for  the  identification  of different  scattering  behaviors (e.g., surface 

scattering, volume scattering, and double-bounce scattering[3]. 

 

III. RESULTS & DISCUSSION: 

 

The analysis of the L-band full-polarization SAR data from Chandrayaan-2, specifically the dataset  

ch2_sar_ncxl_20220920t222945820_d_fp_d32,  yielded several significant findings regarding the lunar surface’s 

polarimetric characteristics:  

Polarimetric Parameter Extraction: The MIDAS software successfully extracted key polarimetric parameters 

from the calibrated SAR data, including co-polarized (HH, VV) and cross-polarized (HV, VH) channels. This 

extraction provided a comprehensive view of the lunar surface’s scattering mechanisms. The output result or 

images are as follows: 
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The results allowed for a better interpretation of geological features on the lunar surface. The calibration 

process ensured that the data was accurate and reliable, resulting in high-quality images that effectively 

highlighted the differences in surface characteristics. The visual representations generated by MIDAS 

demonstrated clear contrasts between different lunar surface features and provided valuable insights into their 

physical properties. 

Overall, the results underscore the effectiveness of using calibrated L-band SAR data and advanced processing 

tools like MIDAS for detailed polarimetric analysis, offering significant insights into the lunar surface and its 

characteristics. 

 

3.1 Advantages of Using MIDAS for DFSAR Data Analysis: 

MIDAS offers a user-friendly interface and a range of advanced functionalities 

that streamline the processing and analysis of DFSAR data. Its ability to handle both full-  and  hybrid-

polarimetric data makes  it  an  invaluable tool for  lunar  research, enabling detailed characterization of the 

lunar surface and subsurface features. 

 

IV. CONCLUSION: 

 

This study demonstrates the effectiveness of using DFSAR data and advanced processing techniques, such as 

those provided by MIDAS, for analyzing the lunar surface. The results underscore the potential of polarimetric 

SAR data in identifying geological features and assessing resource potential, particularly in PSRs where 

traditional optical sensors are ineffective. 
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Abstract : 

In this work, we  have extended the Laplace Mohand transform. It was invented to do the Laplace Mohand 

transform of basic elementary functions. In addition, the existence theorem was covered concerning  

fundamental  properties  including the  linearity  property.  Transform  of derivative. Change  of  scale property. 

Using the Laplace-Mohand transform, partial di   erential equations with initial conditions may be evaluated. 

Keywords: Laplace Transform, Mohand Transform, Laplace Mohand Transform 

 

I. INTRODUCTION 

 

Recently   many    scholars    [4]    used    di   erent    integral   transforms,    Mahgoub (Laplace-carson)  

transform  for  evaluating  improper  integrals  which contains  error function in the integrand. In 2019, 

Aggarwal & Chaudhary [7] discussed Mohand &Laplace transforms comparatively by  solving system of  di   

erential equation using both integral transform. There are many integral transform have widely used to solve 

the di   erential equation &there are several works on integral transform  such as the Laplace transform was  

introduced  by   P.S.Laplace in  1780s  [8]  Mohand transform  was introduced  by Mohand.M.Mahgoub in [9] 

The aim of this study is to two single transform combine together and present new double Laplace Mohand 

Transform. 

In this paper, we introduce the Laplace Mohand Transform a new integral transform. 

 

Definition of Laplace Transform: [7,11] 
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II. CONCLUSION: 

 

Two different single transforms were combined to present a new double transform Laplace-Mohand transform. 

Change of scale Property, transform of basic elementary function, and derivative were proved. In future work, 

we solved Partial differential equations using this transform. 
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A New Integral Transform and its Applications 
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Abstract : 

In this study,  we introduce  a novel integral transform, referred to as “A New Integral  Transform”.  This 

transform has been developed and applied to solve various  initial  value problems,  particularly ordinary  

differential equations  (ODEs).   The  proposed  method  demonstrates its effectiveness in addressing  issues 

commonly  encountered in engineering  and  physics. Through this integral  transformation, we provide  new 

insights  and solu- tions that enhance the understanding and application of ODEs in practi- cal scenarios,  

thereby  contributing to the  broader  body of knowledge in these disciplines. 

keywords: A New transform, Linear  Ordinary  Differential  Equation, Initial Value Problem. 

 

I. INTRODUCTION 

 

Due to their capacity  to streamline  the study  and resolution of intricate math- ematical issues, integral 

transformations have long been acknowledged as some of the most useful instruments in both practical  and 

pure mathematics.  These methods  allow for the  more tractable manipulation of functions  or equations by 

translating them into various domains, which frequently  results in solutions that  would be challenging to find 

otherwise.  The Laplace, Fourier,  and Mellin transforms  are examples of common integral  transforms that  are 

widely used in fields ranging  from signal processing and  physics  to  differential  equations studies.As  stated 

by [2, 4, 8] 

In this  work,  we provide  a new integral  transform, called the  New Inte- gral Transform,  that  is a 

modification of current methods  intended  to improve the process of solving specific classes of starting value 

problems and ordinary differential  equations  (ODEs).   While maintaining many  of the  advantageous features  

of conventional  integral  transforms, this  updated transform  provides more flexibility and  efficiency in 

particular mathematical situations. In addi- tion  to making  the  process of solving ODEs  simpler,  the  

additional Integral Transform  can reveal additional details  about  the  composition  of these equa- tions. 

This updated transform’s  usefulness is illustrated by its basic characteris- tics and use in solving classical issues.  

We seek to demonstrate the usefulness of the New Integral Transform[9] in solving ordinary differential 

equations,  par- ticularly  those that  prove difficult for more traditional techniques.  To further demonstrate 

the usefulness of this transform, we specifically offer the solution to an initial  value problem.  These 

illustrations show how useful the new inte- gral transform can be as a tool for engineering and mathematics 

study.   
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6. CONCLUSION 

 

The  “New Integral  Transform”,  which is the  modified integral  transform, has effectively proved  its  

functional  properties  in this  study.   Particularly in the fields of science and  engineering,  the  suggested  

transform has shown to be a strong  and  useful tool for analysing  initial  value problems.   In common with 

other  popular  integral  transforms, the  New Integral  Transform  has shown to be a highly useful tool for 

addressing  ODEs and related  issues. 

Moreover, the results  of this novel method  have been verified and visually shown through  the use of 

mathematical tools like Python. This graphical  de- piction not only makes the answers easier to grasp, but  also 

supports  the New Integral  Transform’s  effectiveness as a dependable  approach  to  solving chal- lenging issues 

in science and engineering.  The results highlight the potential of this  transformation to become a valuable  

addition  to the  toolkit  of engineers and scientists  working with ODEs and initial  value problems. 
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Abstract : 

In this work, we  have extended the Laplace Pourreza transform. It was invented to do the  Laplace Pourreza  

transform  of   basic elementary  functions.  In addition,  the existence  theorem  was  covered in  respect  to  

fundamental  properties  including linearity  property,  transform  of   derivative,  change  of   scale  property.  

Using the Laplace Pourreza transform, partial di   erential equations with initial conditions may be evaluated. 

Keywords: Laplace Transform, Pourreza Transform, Laplace Pourreza Transform 

 

I. INTRODUCTION 

 

Many process and phenomenon of science, engineering and real life  that can be expressed mathematically 

solved by using integral transform. Many fields can be easily handle with the help of integral transforms by 

converting them into mathematical form In 1982, Pierre-Simon Laplace introduce the Laplace Transform in his 

work on probability theory and now it is a very e   ective Transform for the solution of ordinary or partial di   

erential equations. 

In this paper we introduce the Laplace Pourreza Transform a new family member of integral transforms. The 

objective of this study is to combine two di   erent single transforms together and present a new double Laplace 

Pourreza Transform. A new integral transform is introduced. Then some properties of this integral transform 

are discussed linearity property, change scale property, transform of some basic elementary functions and 

transform of derivatives. 

  



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 443-451 

 

 

 
444 

Definition of Laplace Transform: 
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Conclusion 

 

Two different single transforms were combined to present a new double transform Laplace-Pourreza transform. 

Change of scale Property, transform of basic elementary function, and derivative were proved. In future work, 

we solved Partial differential equations using this transform. 
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Abstract : 

Fixed point theory is a significant branch of mathematics that has seen considerable growth since the 

establishment of the Banach Contraction Mapping Principle in 1922. This theory, which revolves around the 

concept of a “fixed point” where a function maps an element to itself, has become a cornerstone of both pure 

and applied mathematics. Fixed point theorems, designed for diverse settings of self-maps like contractions and 

expansions, have numerous applications across various fields, including differential equations, optimization, 

game theory and economics. This paper presents an brief literature review on the development of fixed point 

theory, covering its three main areas: Topological Fixed Point Theory, Metric Fixed Point Theory and Discrete 

Fixed Point Theory. We also discuss the generalizations of classical theorems, the development of new fixed 

point theorems and the emerging directions and challenges in this vibrant area of research. 

Keywords: Fixed point theory: Topological, functional and Discrete, Metric spaces, multivalued mappings, 

Applications, Open questions 

 

I. INTRODUCTION 

 

Fixed point theory has developed into one of the most active and vital areas of modern mathematics, 

influencing both theoretical and applied research. A fixed point of a function f : X → X is a point x ∈ X such 

that f x = x . This fundamental concept, though simple, has extensive applications in various fields, including 

differential equations, optimization, game theory, computer science and economics. The theory’s origins can be 

traced back to the early 20th century, but it gained substantial traction with the introduction of Banach’s 

Contraction Mapping Principle in 1922. Since then, the field has expanded significantly, leading to the 

development of several new theorems and applications, making it a blend of both pure and applied 

mathematics.  

 

II. HISTORICAL BACKGROUND AND DEVELOPMENT OF FIXED-POINT THEORY 

 

Fixed point theory is generally divided into three major areas: Topological Fixed-Point Theory, Metric Fixed 

Point Theory and Discrete Fixed Point Theory. The demarcation between these areas was historically defined 

by the discovery of three foundational theorems: 

Topological Fixed Point Theory: This area began with Brouwer’s Fixed-Point Theorem in 1912 [2], which states 

that any continuous function mapping a compact convex set to itself in Euclidean space has at least one fixed 
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point. This theorem was pivotal in shaping topological fixed point theory and has inspired numerous extensions 

and generalizations. For example, the Lefschetz Fixed-Point Theorem [8, 9, 10] extended Brouwer’s result to 

more general spaces and maps, while Schauder’s Fixed Point Theorem [11] generalized it to infinite-

dimensional Banach spaces. 

Metric Fixed Point Theory: The Banach Contraction Mapping Principle [1], formulated by Stefan Banach in 

1922, revolutionized fixed point theory in metric spaces. The theorem states that any contraction mapping on a 

complete metric space has a unique fixed point. Banach’s result provided a powerful tool for solving differential 

and integral equations, leading to numerous applications in mathematical analysis and applied sciences. The 

theorem’s simplicity and elegance have led to various generalizations, including those by Edelstein [12], Boyd-

Wong [4] and others, each relaxing or modifying the original conditions to accommodate more general 

situations. 

Discrete Fixed Point Theory: Tarski’s Fixed Point Theorem [3], introduced in 1955, marked a significant 

development in discrete mathematics and logic. The theorem states that any monotonic function on a complete 

lattice has a fixed point. This result has applications in economics (e.g., models of market equilibrium), 

computer science (e.g., data flow analysis and program semantics) and game theory (e.g., fixed-point theorems 

are used to prove the existence of equilibria). 

 

III. GENERALIZATIONS OF CLASSICAL FIXED POINT THEOREMS 

 

After the establishment of foundational results by Banach, Brouwer and Tarski, researchers focused on 

generalizing these classical theorems to broader contexts: 

Extensions in Metric Spaces: The Banach Contraction Mapping Principle has been extended to spaces that are 

not necessarily metric. For example, the Caristi Fixed Point Theorem [13], Edelstein’s Theorem and Boyd-

Wong Fixed Point Theorem provide generalized conditions under which fixed points exist in settings that 

deviate from strict contraction. The study of weak contractions, asymptotic contractions and cyclic contractions 

further expands the scope of fixed point theory. 

Nonlinear and Multivalued Mappings: The study of fixed points for multivalued mappings has opened new 

avenues for research, particularly in the context of differential inclusions and optimization problems. The 

Kakutani Fixed-Point Theorem, which generalizes Brouwer’s result to multivalued maps, is a significant 

development in this regard and has applications in mathematical economics and game theory. 

Generalized Spaces: Recent research has extended fixed point theorems to more abstract settings such as partial 

metric spaces [22], G-metric spaces [19, 14, 15, 16, 17, 18] and fuzzy metric spaces [20, 21]. These extensions 

cater to the needs of modern mathematical modeling, where classical spaces do not adequately capture the 

phenomena being studied. 

 

IV. DEVELOPMENT OF NEW FIXED POINT THEOREMS 

 

The last few decades have seen the introduction of several new fixed point theorems that have expanded the 

theoretical landscape: 

Boyd-Wong Fixed Point Theorem: Provides conditions under which a unique fixed point exists for mappings 

that do not necessarily meet the strict contraction condition. This theorem has found applications in the 

analysis of differential equations and nonlinear operator theory. 
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Krasnoselskii Fixed Point Theorem: [23] This theorem provides criteria for the existence of fixed points in 

Banach spaces, especially in situations involving the sum of two operators, one being compact and continuous 

and the other being a contraction. It is widely used in nonlinear functional analysis. 

Fixed Point Theorems in Partially Ordered Sets: [24, 25, 26, 3, 27] The existence of fixed points in partially 

ordered sets has been an area of significant interest due to its relevance in solving various types of equations, 

including differential equations, integral equations, and variational inequalities. Results by Nieto, Rodr´ıguez-

L´opez, and others provide conditions for fixed points in partially ordered Banach spaces and lattices. 

 

V. APPLICATIONS ACROSS DISCIPLINES 

 

Fixed point theory’s versatility is evident from its applications across multiple disciplines: Differential 

Equations: Fixed point theorems are fundamental in proving the existence and uniqueness of solutions for 

ordinary and partial differential equations. For example, the Schauder Fixed Point Theorem and the Banach 

Contraction Principle are extensively used in the study of nonlinear differential equations. 

Economics and Game Theory: The Nash Equilibrium concept in game theory, a fundamental result in economic 

theory, relies on fixed point theorems like Kakutani’s Fixed-Point Theorem. Similarly, the application of 

Tarski’s theorem in economic models helps prove the existence of equilibrium states in competitive markets. 

Optimization and Control Theory: In optimization problems, fixed point theorems are used to establish 

convergence properties of iterative methods. For example, they are essential in proving the existence of optimal 

solutions in variational and control problems.  

Computer Science and Algorithm Design: In theoretical computer science, fixed point theorems provide a 

foundation for program verification, data flow analysis, and recursive function theory. Tarski’s Fixed Point 

Theorem is particularly useful in semantics of programming languages and the study of formal verification 

techniques. 

 

VI. OPEN QUESTIONS AND CHALLENGES 

 

Despite significant advancements, fixed point theory remains a field with many open questions and challenges: 

Extensions to Non-Metric Spaces: Extending the principles of fixed point theory to more generalized structures, 

such as hyperconvex spaces, modular spaces, and probabilistic metric spaces, is an ongoing area of research. 

These extensions involve more complex definitions of distance and convergence. 

Stability and Robustness of Fixed Points: A crucial area of study is understanding how fixed points behave 

under perturbations of the underlying space or mapping. This has practical implications for numerical analysis, 

computational mathematics, and applied sciences where stability and robustness are crucial. 

Algorithmic and Computational Aspects: Developing efficient algorithms to approximate fixed points remains a 

challenge, especially in high-dimensional spaces or when dealing with complex, non-linear systems. 

Applications to Emerging Fields: Fixed point theory is finding new applications in fields like data science, 

machine learning, and quantum computing. The adaptation of classical results to these modern fields poses new 

challenges and opportunities for further research. 
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VII. EXTENSIONS TO MORE GENERAL SPACES 

 

Recent research focuses on extending fixed point theory to spaces beyond classical settings: Partial Metric 

Spaces and Fuzzy Metric Spaces: These spaces, which generalize the standard notions of distance and 

convergence, have shown promise in modeling uncertainty and vagueness in real-world problems. The study of 

fixed points in such spaces is essential in developing robust mathematical models. 

Hyperconvex and Modular Spaces: These advanced structures in functional analysis are being explored for their 

potential to provide new fixed point results applicable to a broader class of problems in mathematical analysis. 

Probabilistic Metric Spaces: Here, the concept of distance is probabilistic rather than deterministic, providing a 

new framework for studying random processes, stochastic systems, and applications in areas like finance and 

risk analysis.  

 

VIII. UNIQUENESS AND STABILITY OF FIXED POINTS* 

 

Uniqueness and stability are central themes in fixed point theory, particularly in applications where reliable 

and consistent solutions are required: 

Stability Analysis: The study of the stability of fixed points under small perturbations is important in both 

theory and applications. Stability results are crucial in areas like dynamical systems, numerical analysis and 

computational methods, where they help ensure that solutions are not overly sensitive to initial conditions or 

changes in parameters. Uniqueness Results: Understanding conditions under which fixed points are unique is 

fundamental to the study of nonlinear analysis and optimization. Uniqueness results often lead to more 

effective algorithms for approximating fixed points and have significant implications for mathematical 

modeling in science and engineering. 

 

IX. CONCLUSION 

 

Fixed point theory, with its rich history and vibrant development, continues to be a cornerstone of modern 

mathematics. The generalizations of classical theorems, the development of new fixed point theorems, and their 

diverse applications across disciplines demonstrate the theory’s robustness and versatility. The open questions 

and challenges presented in this review suggest that there is still much to explore in this field, especially in the 

context of generalized spaces, uniqueness, and stability of fixed points. The continued exploration of fixed point 

theory is expected to yield further breakthroughs, not only in mathematics but also in numerous applied fields. 
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Vegetation Classification and Analysis of Majalgaon Dam Region Using Sentinel-2 

Imagery and Random Forest Method in SNAP 
Vishal Shirsat, Sanjay Tupe, Shafiyoddin Sayyad 

 

Abstract : 

This research focuses on the vegetation analysis of the Majalgaon Dam region in Tal. Majalgaon, Di. Beed, 

Maharashtra, using Sentinel-2 satellite imagery obtained from the European Space Agency (ESA). The image, 

captured on 16th January 2023, was processed using the SNAP software, where the Random Forest 

classification method was applied to differentiate between vegetative and non-vegetative areas. The Normalized 

Difference Vegetation Index (NDVI) was used as a measure to assess vegetation health. The analysis revealed 

that areas with NDVI values close to 1 exhibited healthy vegetation, while areas with values near 0 indicated 

no vegetation. This study demonstrates the efficacy of optical remote sensing combined with advanced 

classification techniques for ecological monitoring. 

Keywords  : Remote sensing, Sentinel 2, Classification, NDVI, Image Processing 

 

I. INTRODUCTION 

 

Remote sensing technologies have become an essential tool in monitoring and analyzing land cover changes, 

particularly vegetation distribution and health. Sentinel-2, part of the European Space Agency's Copernicus 

program, provides high-resolution multispectral data that is invaluable for environmental studies. The 

Majalgaon Dam region in Maharashtra, India, is a critical area for agricultural and ecological research due to its 

role in water resource management. 

This study aims to classify and assess the vegetation cover around Majalgaon Dam using Sentinel-2 imagery. 

The Random Forest classification technique was employed in the SNAP software to process the satellite data, 

allowing for precise classification of vegetative and non-vegetative areas. The Normalized Difference 

Vegetation Index (NDVI) was calculated to evaluate vegetation health, with values closer to 1 indicating dense, 

healthy vegetation and values closer to 0 indicating barren or non-vegetative land. 

 
Workplace 

The study area is located in the vicinity of Majalgaon Dam in Tal. Majalgaon, Di. Beed, Maharashtra. The 

region is geographically positioned at approximately 19.1530°N latitude and 76.2100°E longitude. The dam is a 

significant water resource, supporting irrigation and drinking water needs while also sustaining the local 

ecosystem. The surrounding area comprises a mix of agricultural lands, forested regions, and barren areas, 

making it ideal for vegetation classification studies. 
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The climate in this region is semi-arid, with vegetation cover heavily influenced by seasonal rainfall and water 

availability from the dam. Monitoring the vegetation in this area is crucial for understanding the ecological 

balance and for making informed decisions regarding water and land resource management. 

 
Methodology 

Image Acquisition 

 

The satellite image used in this study was captured by the Sentinel-2 satellite on 16th January 2023. The image 

was sourced from the European Space Agency's (ESA) online platform. Sentinel-2 provides high-resolution 

optical images across multiple spectral bands, making it suitable for detailed vegetation analysis. 

 

Image Processing 

The image was processed using the SNAP (Sentinel Application Platform) software, developed by ESA for the 

processing of Sentinel data. Pre-processing steps included radiometric correction to adjust for sensor 

irregularities and atmospheric correction to remove atmospheric disturbances that could affect the analysis. 

 

Random Forest Classification 

Random Forest, an ensemble learning method, was employed for classifying the satellite image. This method is 

well-suited for remote sensing applications due to its ability to handle large datasets and complex patterns. The 

Random Forest algorithm creates multiple decision trees during training and aggregates their outputs to 

improve classification accuracy. 

 

NDVI Calculation 

The Normalized Difference Vegetation Index (NDVI) was computed to assess the health and density of 

vegetation in the study area. NDVI is derived using the formula: 

NDVI=(NIR−RED) (NIR+RED) NDVI = \frac {(NIR - RED)} {(NIR + RED)} NDVI=(NIR+RED) (NIR−RED) 

where NIR represents the near-infrared band and RED represents the red band of the electromagnetic spectrum. 

NDVI values range from -1 to 1, with values closer to 1 indicating healthy, dense vegetation, and values near 0 

indicating areas with little to no vegetation. 

 

Classification and Visualization 

The processed image was classified into vegetative and non-vegetative categories based on the NDVI values. 

The classification results were visualized using a color-coded map: dark green for dense vegetation (NDVI close 

to 1), faint green for moderate vegetation (NDVI around 0.5), and blue/red for non-vegetative areas (NDVI near 

0). 

 
Image Analysis 

Pre-Processing and Initial Observations 

The initial Sentinel-2 image provided a broad view of the Majalgaon Dam region, with various land cover types 

discernible. However, without further processing, the image lacked clarity in distinguishing between vegetative 

and non-vegetative areas. Pre-processing in SNAP helped to enhance the image quality, making it suitable for 

detailed analysis.  
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Random Forest Classification Results 

After processing the image using the Random Forest classification method, distinct patterns of vegetation 

distribution emerged. The dark green areas in the classified image indicate regions with dense, healthy 

vegetation, predominantly found near the dam and along water channels. These areas are likely supported by 

consistent water supply from the dam, which facilitates lush vegetation growth. 

The faint green areas represent regions with moderate vegetation, possibly reflecting agricultural fields or less 

dense forest cover. These areas show lower NDVI values (around 0.5), suggesting seasonal variations in 

vegetation density or less favorable growing conditions. 

The blue and red regions in the classified image correspond to non-vegetative areas with NDVI values close to 0. 

These regions include barren lands, water bodies, and areas devoid of significant vegetation, possibly due to 

human activities or natural conditions.  
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NDVI Interpretation 

 

The NDVI analysis confirmed the visual classification, with high NDVI values (close to 1) corresponding to 

dark green areas of dense vegetation. Moderate NDVI values were observed in the faint green regions, 

indicating partial vegetation cover, while low NDVI values were found in non-vegetative zones. This 

differentiation is crucial for understanding the ecological dynamics of the region and for managing its natural 

resources effectively. 
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Abstract : 

Experiments and Density functional theory based First-principles calculations have been performed to 

investigate the structural, optical and electronic properties of CuO and Zn doped CuO. Copper oxide 

nanoparticles were synthesized using a green approach involving lemon juice extract as the reducing and 

stabilizing agent. X-ray diffraction (XRD) characterization verified the creation of monoclinic phase CuO 

nanoparticles. The Quantum ESPRESSO package is used for DFT calculations. Calculated values of lattice 

parameters, energy band gap of CuO and for Zn doped CuO are in good agreement with the experimental 

results. Figures of  electronic band structure and TDOS have been computed from the electronic structure of 

CuO and Zn doped CuO. Significant transition occurs in band gap after Zn doping. Optical properties showed 

that CuO and Zn doped CuO were transparent, having a small energy gap and maximum reflectivity at infrared 

region. The calculated values are in good agreement with the experimental value.  

Keywords: CuO, CuO:Zn, DFT, TDOS, lattice parameter 

I. INTRODUCTION 

 

Tenorite, also known as cupric oxide (CuO), is 

attracting interest due to its fascinating features as a 

p-type semiconductor. It has narrow band gap ( 1.34- 

1.67 eV) and hence it can be used for the fabrication 

of p-n heterojunctions with other n-type metal oxides 

such as ZnO and TiO2. CuO has been used in water 

splitting and CO2 reduction systems as an efficient 

modulator of photocatalyst TiO2 or ZnO[1]. CuO is 

also widely used in many other applications, such as 

gigantic magneto resistance materials, gas sensors, 

biosensors, photodetectors, high-temperature 

superconductors, and magnetic storage media. Among 

various MOS, copper oxide (CuO) is a popular one 

due to its interesting structural, chemical, optical and 

electrical properties [2]. It is one of the hardest 

materials due to high melting and boiling points. 

Unlike other MOSs which crystallize in a cubic rock 

salt structure with possible rhombohedral distortions, 

CuO has a lower-symmetry monoclinic cell. Due to 

the wide range of applications, theoretical knowledge 

of CuO's internal characteristics is crucial. However, 

because of the significant electron correlation effects 

brought on by the hybridization of the Cu 3d and O 

2p orbitals [3], it is hypothesized that the usual 

computing approach frequently fails to produce 

accurate results. 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/density-functional-theory
https://www.sciencedirect.com/topics/chemistry/copper-ii-oxide
https://www.sciencedirect.com/topics/chemistry/copper-ii-oxide
https://www.sciencedirect.com/topics/chemistry/lattice-parameter
https://www.sciencedirect.com/topics/chemistry/lattice-parameter
https://www.sciencedirect.com/topics/materials-science/electronic-band-structure
https://www.sciencedirect.com/topics/physics-and-astronomy/density-of-states
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/optical-property
https://www.sciencedirect.com/topics/chemistry/reflectivity
https://www.sciencedirect.com/topics/engineering/infrared-region
https://www.sciencedirect.com/topics/engineering/infrared-region
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 Building upon these studies, the present research 

focuses on the green synthesis of CuO particles using 

lemon juice extract as a natural reducing and 

stabilizing agent. Lemon juice, which is rich in citric 

acid and other bioactive compounds, provides a 

sustainable and cost-effective method for nanoparticle 

synthesis. After the synthesis of the CuO it was 

characterised with X-Ray diffraction spectroscopy. 

Another method used to predict the structural 

parameter total energy vs lattice constants (volume of 

the unit cell) graph is used. It is done by taking DFT 

calculations into account. In this theoretical work the 

structural, optical and electronic properties of CuO 

and Zn doped CuO using DFT based First-principles 

calculations have been investigated. The results of 

theoretical calculations have been compared with 

experimental results found for pure and Zn doped 

CuO to find the suitability of the material in different 

optical and optoelectronic devices. 

 

II.  METHODS AND MATERIAL 

 

A. Synthesis of CuO nanoparticles 

 Copper oxide nanoparticles were synthesized 

using a green approach involving lemon juice extract 

as the reducing and stabilizing agent. Fresh lemon 

juice was extracted and filtered to remove any solid 

impurities. An aqueous solution of copper(II) sulfate 

pentahydrate (CuSO₄·5H₂O) was prepared by 

dissolving a specific amount of the salt in distilled 

water. The lemon juice extract was then slowly added 

to the copper sulfate solution under continuous 

stirring at room temperature. The mixture was heated 

at 80°C for 2 hours to facilitate the reduction of Cu²⁺ 

ions to CuO nanoparticles. A color change from blue 

to dark brown indicated the formation of CuO 

nanoparticles. The resultant solution was cooled and 

centrifuged at 10,000 rpm for 15 minutes to collect 

the nanoparticles, which were then washed several 

times with distilled water and ethanol to remove any 

residual impurities. The purified CuO nanoparticles 

were dried in an oven at 60°C and stored for further 

characterization.  

B. DFT calculations  

Quantum mechanical calculations were done using 

Quantum ESPRESSO [4] open source under Linux 

operating system. The Density Function Theory (DFT) 

with the local density approximation exchange 

correlation function and plane wave sets were applied 

on electronic structures using four 2 GHz cores and 8 

gigabyte of RAM, which were sufficient in this 

research. The GW pseudo potential with convergence 

threshold of 10−7 has been used for self-consistency 

of energy which is appropriate for these calculations. 

 

III. RESULTS AND DISCUSSION 

A. XRD Analysis 

The crystallographic structure of the synthesized 

copper oxide (CuO) nanoparticles was determined 

using X-ray diffraction (XRD) analysis. The dried CuO 

nanoparticle powder was subjected to XRD analysis 

using a diffractometer equipped with Cu Kα radiation 

(λ = 1.5406 Å) operating at 40 kV and 30 mA. The 

XRD patterns were recorded over a 2θ range of 20° to 

80° at a scanning rate of 0.02°/s. 

 

Figure 1. XRD pattern of CuO  
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The XRD pattern revealed distinct peaks 

corresponding to the monoclinic phase of CuO, with 

major diffraction peaks observed at 2θ values of 32.52°, 

35.56°, 38.74°, 48.72°, 53.54°, 58.30°, 61.56°, 66.24°, 

and 68.13°, which were indexed to the (110), (002), 

(111), (202), (020), (202), (113), (311), and (220) 

planes, respectively. These peaks matched well with 

the standard JCPDS card no. 05-0661, confirming the 

formation of pure monoclinic CuO nanoparticles. The 

absence of any additional peaks indicated the high 

purity of the synthesized nanoparticles, with no 

secondary phases or impurities detected. 

The particles synthesized in this study had an average 

crystallite size of 28 nm, slightly smaller than the 32 

nm reported by Rajamanikkam et al. (2024) using 

Turbinaria species' aqueous extract. This size 

difference likely results from variations in the 

biological reducing agents and synthesis conditions 

used in the two studies. 

B. DFT study 

Title Calculations begin with the calculation for the 

stable structure. In this process lattice parameter of 

the unit cell are set free to adjust according to lowest 

total energy. In this process total energy respective to 

the different volumes is calculated. Lowest energy is 

observed and lattice parameters are finalised. 

Finalised lattice parameters are a=8.849 Bohr, b= 

6.464 Bohr and c= 9.675 Bohr. Monoclinic structure is 

shown in Figure 2. 

 

 

Figure 2. Monoclinic Unit cell of  CuO 

Further band structure of the CuO is calculated.. In 

figure 3, we show the calculated band structure of 

CuO within non-spin-polarized approach. It appears 

that the DFT results are in good agreement with 

experimental results. Figure show energy band gap of 

the CuO to be 1.13 eV which is in good agreement 

with the experimental one. 

 

Figure 3. Band structure of the CuO 

 

C. Zn doped CuO 

Zn replaces the Cu ions in the CuO in process of 

doping. Density of states was calculated with pbe 

pseudo-potential. DOS also showed the energy band 

gap of 1.13 eV. Unit cell with one Cu ion replaced 

with Zn ion was constructed to check the change in 

electronic as well as optical properties of the Zn 

doped CuO. Density of states of Zn doped was 

calculated. Energy band gap of Zn doped CuO suggest 
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that it have band gap of 2.1 eV. Figure 4 shows doping 

of Zn modifies the density of states graph. It implies 

that energy band gap raised due to doping of Zn.    

 

 

Figure 4. a) density of states of monoclinic CuO b) 

density of states of unit cell having one Cu atom 

replaced by Zn atom  

 

IV. CONCLUSION 

 

We have performed DFT approximation to study the 

electronic and optical properties of tenorite (CuO). 

Our calculation shows that DFT approximation 

sufficiently reliable to investigate the material 

properties of CuO and  Zn doped CuO. Further DFT 

calculations showed that Zn increses the energy band 

gap of the material.  The calculated band gap are in 

good agreement with the experimental results. Due to 

the Zn doping, blue shift is observed in optical 

properties. 

 

V. REFERENCES 

 

[1] Kum J M, Yoo S H, Ali G and Cho S O 

“Photocatalytic hydrogen production over CuO 

and TiO2 nanoparticles mixture”, Int. J. Hydrogen 

Energy, 38 (2013) 13541–13546 

[2] S Dolai et. al. “cupric oxide (CuO) thin films 

prepared by reactive dc magnetron sputtering 

technique for photovoltaic application”, journal of 

alloys and coumpounds 724 (2017) 456-464 

[3] Fabien Bruneval et. al. “Exchange and correlation 

effects in electronic excitation of Cu2O”, physical 

review letters 97 (2016) 267601 

[4] P. Giannozzi, et al., OUANTUM ESPRESSO: a 

modular and open-source softwere project for 

quantum simulations of materials, J. Phys: 

Condens. Matter 21 (2009) 395502. 

  

a) 

b) 

https://scholar.google.co.in/citations?view_op=view_citation&hl=th&user=PLO1PCgAAAAJ&citation_for_view=PLO1PCgAAAAJ:kNdYIx-mwKoC
https://scholar.google.co.in/citations?view_op=view_citation&hl=th&user=PLO1PCgAAAAJ&citation_for_view=PLO1PCgAAAAJ:kNdYIx-mwKoC


 

Copyright © 2024 The Author(s): This is an open access article under the CC BY license 

(http://creativecommons.org/licenses/by/4.0/) 

 

 

 International Journal of Scientific Research in Science and Technology 

Available online at : www.ijsrst.com 

Print ISSN: 2395-6011 | Online ISSN: 2395-602X                                              doi : https://doi.org/10.32628/IJSRST 
 

 
 

 

  

 

 

 

465 

Frequency-Dependent Dielectric Properties of Soil : A Comparative Study of 

Physical and Chemical Influences 
Kunal Takle1, Shrinivas Saindar2,Sarita Bhurewal3 , Mahesh Dhakne4 Sushant Deshmukh5* 

1-4Department of Physics, J.E.S. College, Jalna, Maharashtra, India 
5* Department of Physics/Faculty, J.E.S. College, Jalna, Maharashtra, India 

Email address: kunaltakleresearch@gmail.com, sgs.shree@gmail.com 
*Corresponding Author: sushant.d59@gmail.com 

 

Abstract— This study presents a comprehensive investigation into the dielectric properties of soil samples from 

two distinct locations, Motibag and Gangaram, measured across the X, J, and C microwave frequency bands. 

The dielectric constant, a critical parameter in electromagnetic interactions with soil, was analyzed in relation 

to the physical and chemical properties of the soils, including texture, moisture content, and elemental 

composition. The results demonstrate that the Gangaram soil, characterized by higher clay content, exhibited 

significantly elevated dielectric constants, particularly in the J and C bands, which can be attributed to its 

greater water retention capacity and higher concentrations of potassium and magnesium. Both soil samples 

displayed a consistent increase in dielectric constant with rising frequency, confirming the frequency-

dependent nature of soil dielectric behavior. These findings highlight the necessity of incorporating soil-

specific factors, such as texture and chemical composition, into remote sensing models to improve the accuracy 

of soil moisture estimation. This research contributes to the broader understanding of soil-microwave 

interactions and suggests the potential of multi-frequency approaches for more precise soil characterization in 

environmental monitoring and agricultural applications. 
Keywords— Microwave frequency bands, Soil dielectric properties, Remote sensing, Dielectric constant 
 

Introduction  

Soil is a complex medium whose electromagnetic properties play a crucial role in various applications, ranging 

from agriculture to remote sensing. Among these properties, the dielectric characteristics of soil are particularly 

important, as they directly influence the interaction between soil and electromagnetic waves. This study 

focuses on the dielectric properties of soil samples from two distinct locations, examining their behavior across 

different microwave frequency bands: X, J, and C. 

The dielectric constant of soil is a key parameter that describes its ability to store electrical energy when an 

electromagnetic field is applied. This property is not constant but varies with factors such as soil composition, 

moisture content, and the frequency of the applied electromagnetic field. Understanding these variations is 

crucial for accurately interpreting remote sensing data, designing efficient ground-penetrating radar systems, 

and developing precise soil moisture sensors. 

In this research, we investigate the dielectric properties of two soil samples, analyzing their chemical and 

physical parameters alongside their dielectric constants in the X, J, and C microwave bands. These bands are of 

particular interest due to their widespread use in remote sensing applications: X-band (8-12 GHz): Commonly 

used in terrestrial radar systems and satellite communications. J-band (10-20 GHz): Utilized in various radar 
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applications and atmospheric studies. C-band (4-8 GHz): Frequently employed in long-distance radio 

telecommunications and weather radar systems. 

By examining the relationship between soil characteristics and dielectric behavior across these frequency 

bands, we aim to contribute to the growing body of knowledge on soil-microwave interactions. This 

understanding is vital for improving the accuracy of remote sensing techniques, enhancing our ability to 

monitor soil conditions, and ultimately supporting more effective land management and agricultural practices. 

 

2. Literature review 

The study of soil dielectric properties and their interaction with microwave frequencies has been an active area 

of research for several decades. This literature review provides an overview of key studies and findings relevant 

to our investigation. Hoekstra and Delaney (1974) conducted pioneering work on the dielectric properties of 

soils, establishing the relationship between soil moisture content and dielectric constant. Their research laid the 

groundwork for subsequent studies in this field. Wang and Schmugge (1980) developed a semi-empirical model 

for the dielectric constant of soil as a function of its moisture content, taking into account bound water and free 

water in the soil matrix. This model has been widely used in remote sensing applications. Ulaby et al. (1986) 

provided comprehensive analyses of microwave-soil interactions across various frequency bands, including X, 

C, and L bands. Their work highlighted the frequency dependence of soil dielectric properties and its 

implications for remote sensing. 

Hallikainen et al. (1985) investigated the dielectric properties of soil in the 1.4 to 18 GHz range, encompassing 

the X, J, and C bands of interest in our study. They demonstrated that soil texture has a significant influence on 

dielectric behavior, particularly at higher frequencies. Dobson et al. (1985) examined the relationship between 

soil chemical properties and dielectric constant, showing that factors such as soil salinity and organic matter 

content can significantly affect dielectric behavior. Wraith and Or (1999) explored the temperature dependence 

of soil dielectric properties, revealing that temperature effects can be significant, especially in moist soils and at 

higher frequencies. 

Mohanty et al. (2017) provided a comprehensive review of soil moisture remote sensing techniques, 

emphasizing the importance of understanding soil dielectric properties for accurate moisture estimation across 

different microwave bands. Fersch et al. (2018) utilized X-band and C-band synthetic aperture radar (SAR) data 

to estimate soil moisture, demonstrating the practical applications of understanding soil dielectric behavior in 

these frequency ranges. This literature review underscores the complexity of soil-microwave interactions and 

the importance of considering multiple factors when analyzing soil dielectric properties. Our study builds upon 

this foundation, focusing on the specific characteristics of two soil samples and their dielectric behavior across 

the X, J, and C microwave bands. 

 

3. Experimental Method 

This study employed a comprehensive approach to analyze the dielectric properties of soil samples from two 

distinct locations across X, J, and C microwave bands. The methodology encompassed soil sampling, physical 

and chemical parameter measurements, and dielectric property determination using the two-point method. 

Soil samples, designated as Sample 1 (Motibag) and Sample 2 (Gangaram), were collected following standard 

protocols (Dane and Topp, 2020). The sampling process involved clearing surface vegetation and debris, then 

collecting approximately 1 kg of soil from the top 15 cm using a clean, stainless steel soil auger. Samples were 

stored in clean, labeled, airtight plastic bags to preserve their moisture content, and GPS coordinates were 

recorded for each sampling location. 

Physical parameters were measured for each soil sample. Soil texture was determined using the hydrometer 

method to quantify the percentages of sand, silt, and clay (Gee and Or, 2002). Bulk density (ρb) was measured 
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using the core method, where a known volume of soil is oven-dried and weighed (Grossman and Reinsch, 

2002). Total density (ρs) was calculated using the pycnometer method (Blake and Hartge, 1986). Porosity (φ) 

was computed from bulk density and particle density measurements using the following equation (Danielson 

and Sutherland, 1986): 

φ = (1 - ρb / ρs) × 100% 

Chemical analyses were conducted to determine various soil properties. Soil pH was measured using a 

calibrated pH meter in a 1:2.5 soil-water suspension (Thomas, 1996). Electrical conductivity (EC) was 

determined using an EC meter in a soil-water extract (Rhoades, 1996). Organic carbon (OC) was quantified 

using the Walkley-Black method (Nelson and Sommers, 1996). Available nitrogen (N) was estimated using the 

alkaline permanganate method (Subbiah and Asija, 1956), while available phosphorus (P) was determined by 

Olsen's method for neutral to alkaline soils (Olsen and Sommers, 1982). Available potassium (K) was extracted 

with neutral normal ammonium acetate and quantified using flame photometry (Helmke and Sparks, 1996). 

Micronutrients (Mg, B, Fe, Cu, S, Zn) were extracted using DTPA (diethylenetriaminepentaacetic acid) and 

quantified using atomic absorption spectrophotometry (Lindsay and Norvell, 1978). 

The dielectric properties of the soil samples were determined using the two-point method across X, J, and C 

microwave bands, following the procedure outlined by Bobrov et al. (2010). This method involves measuring 

the reflection coefficient of the soil sample at two different lengths. Soil samples were air-dried, sieved through 

a 2 mm mesh to remove large particles and ensure homogeneity, then packed into a coaxial transmission line 

sample holder, ensuring uniform density. 

In the two-point method procedure, the reflection coefficient (Γ) was measured at two different sample lengths 

(l1 and l2) using microwave bands (X, J, and C). Measurements were taken at room temperature (25°C ± 1°C) 

and repeated three times for each sample to ensure reproducibility (Wang and Schmugge, 1980). 

The complex dielectric constant (ε*) was calculated using the following equations (Seyfried and Grant, 2007): 

ε* = ε' - jε" 

Where ε' is the real part (dielectric constant) and ε" is the imaginary part (dielectric loss) of the complex 

dielectric constant. 

The propagation constant (γ) is given by (Ulaby et al., 2014): 

γ = α + jβ = (j2π/λ0)√ε* 

Where α is the attenuation constant, β is the phase constant, and λ0 is the free-space wavelength. 

The reflection coefficient (Γ) at the air-sample interface is (Pozar, 2011): 

Γ = (Z - Z0) / (Z + Z0) 

Where Z is the characteristic impedance of the sample and Z0 is the characteristic impedance of air. 

From these measurements, the dielectric constant (ε') and dielectric loss (ε") were derived. The loss tangent (tan 

δ) was calculated as the ratio of the imaginary to the real part of the dielectric constant (Hallikainen et al., 

1985): 

tan δ = ε" / ε' 

Emissivity (e) was calculated using the derived dielectric properties (Ulaby and Long, 2014): 

e = 1 - |Γ|² 

Where |Γ| is the magnitude of the reflection coefficient. 

Data analysis involved examining the dielectric properties (ε', ε", tan δ, and e) across the X, J, and C microwave 

bands for both soil samples. Correlations between soil physical/chemical properties and dielectric 

characteristics were examined using Pearson's correlation coefficient.  

This comprehensive methodology allows for a thorough investigation of the soil dielectric properties in relation 

to their physical and chemical characteristics across multiple microwave frequency bands. The results obtained 
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from this approach provide valuable insights into the behavior of soil dielectric properties and their potential 

applications in remote sensing and soil science (Dobson et al., 1985; Peplinski et al., 1995). 

 

4. Results and Discussion 

4.1 Soil Physical and Chemical Properties 

The analysis of the two soil samples revealed distinct characteristics in their physical and chemical properties.  

Table 1 summarizes these findings: 

 

Table 1: Physical and Chemical Properties of Soil Samples 

 

Parameter Sample 1 

(Motibag) 

Sample 2 

(Gangaram) 

pH 6.78 7.41 

EC (ms/cm) 1.41 1.48 

N (Kg/ha) 182 205 

P (Kg/ha) 17 15.2 

K (Kg/ha) 117.8 732.1 

Mg (mg/kg) 3.4 18.5 

OC (%) 0.3257 0.3665 

B (mg/kg) 2.5 2.2 

Fe (mg/kg) 5.6 0.9 

Cu (mg/kg) 3.2 7.7 

S (mg/kg) 1 1.2 

Zn (mg/kg) 0.3 0.5 

Sand (%) 65.0 55.0 

Silt (%) 20.0 25.0 

Clay (%) 15.0 20.0 

Bulk Density (g/cm³) 1.5 1.45 

Total Density 

(g/cm³) 

2.65 2.6 

Porosity (%) 43.4 44.2 

 

Key observations: 

Sample 2 (Gangaram) shows a slightly higher pH, indicating a more alkaline soil compared to Sample 1 

(Motibag). Both samples have similar EC values, suggesting comparable salt content. Sample 2 has notably 

higher levels of N, K, and Mg, indicating potentially higher fertility. Sample 1 has a higher sand content and 

lower clay content compared to Sample 2, suggesting differences in soil texture. Bulk density and porosity are 

similar between the two samples, with Sample 2 showing slightly lower bulk density and higher porosity. 

4.2 Dielectric Properties 

The dielectric constants of the soil samples were measured across X, J, and C microwave bands. Table 2 presents 

these findings: 
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Table 2: Dielectric Constants Across Microwave Bands 

 

Band Sample 1 (Motibag) Sample 2 (Gangaram) 

X band 2.8 2.733333 

J band 3.296667 3.432222 

C band 3.36 3.673333 

 

Key observations: 

Both samples show an increase in dielectric constant as the frequency increases from X to C band. Sample 2 

(Gangaram) exhibits higher dielectric constants in J and C bands compared to Sample 1 (Motibag). The 

difference in dielectric constants between the two samples is most pronounced in the C band. 

5. Discussion 

The analysis of soil physical, chemical, and dielectric properties reveals several important insights with 

implications for remote sensing applications: 

Soil Texture and Dielectric Properties: The higher clay content in Sample 2 (Gangaram) correlates with higher 

dielectric constants, particularly in the J and C bands. This aligns with previous studies (Hallikainen et al., 

1985) that have shown clay content to significantly influence soil dielectric behavior. The higher water-holding 

capacity of clay likely contributes to this effect, as water has a high dielectric constant. 

Frequency Dependence: Both soil samples exhibit increasing dielectric constants from X to C band, which is 

consistent with the frequency-dependent nature of soil dielectric properties (Ulaby et al., 1986). This trend is 

more pronounced in Sample 2, possibly due to its higher clay content and potentially higher bound water 

content. 

Soil Chemistry and Dielectric Behavior: The higher potassium (K) and magnesium (Mg) content in Sample 2 

may contribute to its higher dielectric constants. These ions can affect the soil's electrical conductivity and, 

consequently, its dielectric properties (Dobson et al., 1985). 

Implications for Remote Sensing: a) Soil Moisture Estimation: The observed differences in dielectric constants 

between the two soil types emphasize the importance of accounting for soil texture in remote sensing-based soil 

moisture estimation. Algorithms for soil moisture retrieval may need to be calibrated for different soil textures 

to improve accuracy. b) Band Selection: The more pronounced differences in dielectric constants at higher 

frequencies (J and C bands) suggest that these bands may be more sensitive to soil property variations. This 

could be advantageous for applications aiming to discriminate between soil types or detect subtle changes in 

soil conditions. c) Penetration Depth: The lower dielectric constants in the X band imply greater penetration 

depth at this frequency. This could be beneficial for applications requiring information from deeper soil layers, 

such as root zone moisture estimation. d) Multi-frequency Approach: The variation in dielectric behavior across 

frequencies suggests that a multi-frequency approach in remote sensing could provide more comprehensive 

information about soil properties, potentially improving the accuracy of soil classification and characterization. 

6. Conclusion 

This study investigated the dielectric properties of two distinct soil samples across X, J, and C microwave bands, 

correlating these properties with the soil's physical and chemical characteristics. The findings provide valuable 

insights into the complex relationships between soil composition and electromagnetic behavior, with 

significant implications for remote sensing applications. The study reinforces the significant impact of soil 

texture on dielectric properties. The sample with higher clay content (Gangaram) consistently exhibited higher 
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dielectric constants, particularly in the J and C bands. This underscores the necessity of accounting for soil 

texture variations in remote sensing-based soil analyses. Both soil samples demonstrated increasing dielectric 

constants from X to C band, confirming the frequency-dependent nature of soil dielectric properties. This trend 

was more pronounced in the clay-rich sample, suggesting that higher frequency bands may offer greater 

sensitivity to soil property variations. The observed differences in dielectric constants between the two samples 

correlated with variations in their chemical compositions, particularly in potassium and magnesium content. 

This highlights the complex interplay between soil chemistry and electromagnetic behavior. The results 

emphasize the potential for multi-frequency microwave remote sensing in soil characterization. The varying 

sensitivity of different frequency bands to soil properties suggests that a multi-band approach could provide 

more comprehensive and accurate soil information. 

The study underlines the importance of soil specific calibration in remote sensing-based moisture estimation 

algorithms, as soil texture significantly influences dielectric behavior. These findings contribute to the growing 

body of knowledge on soil-microwave interactions and have practical implications for improving remote 

sensing techniques in soil science, agriculture, and environmental monitoring. By enhancing our understanding 

of how soil properties affect dielectric behavior across different microwave frequencies, this research supports 

the development of more accurate and nuanced remote sensing methodologies. 
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Abstract : 

This study investigates the effect of soil texture and moisture variation on the dielectric properties of sandy and 

clay-rich soils across the X, J, and C microwave frequency bands. Soil dielectric constants were measured under 

controlled moisture levels (5%, 10%, 15%, and 20%) to understand how moisture content and texture influence 

soil-microwave interactions. The results indicate that clay-rich soils exhibit significantly higher dielectric 

constants compared to sandy soils across all moisture levels, with the difference becoming more pronounced at 

higher moisture content and frequency. The frequency-dependent behavior was most notable in the J and C 

bands, suggesting their increased sensitivity to variations in soil texture. These findings have important 

implications for improving remote sensing models, particularly for soil moisture estimation and land 

classification. The study emphasizes the need for multi-frequency approaches and soil-specific calibration to 

enhance the accuracy of remote sensing techniques in environmental and agricultural applications. 

Keywords — Microwave frequency bands, Soil texture, Moisture content, Dielectric constant 

 

1. Introduction  

 

Soil dielectric properties are central to understanding 

soil-microwave interactions, which are crucial for 

remote sensing applications, soil moisture estimation, 

and agricultural monitoring. Soil texture (i.e., sand, 

silt, and clay composition) and moisture content 

significantly influence these properties, altering the 

soil's interaction with electromagnetic waves. 

Previous research has shown that moisture content 

increases dielectric constants due to the high 

dielectric permittivity of water (Ulaby et al., 1986; 

Wang and Schmugge, 1980). 

 

Despite substantial research into soil dielectric 

properties, limited studies have explored the 

combined influence of soil texture and controlled 

moisture variations across multiple microwave 

frequency bands, such as X, J, and C bands, for both 

sandy and clay-rich soils. Understanding these 

interactions is key to improving remote sensing 

models, particularly for soil moisture retrieval and 

land use management. 

 

This study investigates the impact of varying soil 

moisture levels on the dielectric behavior of sandy 

and clay-rich soils across microwave bands. By 

comparing soil samples with different textures under 

controlled moisture conditions, we aim to provide a 

comprehensive analysis of the dielectric constant’s 

frequency-dependent behavior. 

 

Findings from this research will help improve the 
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accuracy of remote sensing technologies used in 

environmental monitoring and agriculture, especially 

in enhancing algorithms for soil moisture retrieval 

and soil type classification. 

2. Literature review 

 

Early studies by Hallikainen et al. (1985) and Dobson 

et al. (1985) demonstrated that soil texture plays a 

crucial role in determining its dielectric constant, 

with clay-rich soils showing higher dielectric values 

due to greater moisture retention. 

 

Research by Wang and Schmugge (1980) and Wraith 

and Or (1999) highlighted how increased soil 

moisture raises dielectric constants, particularly for 

clay-rich soils, which hold more bound water. 

 

Ulaby et al. (1986) emphasized that the dielectric 

properties of soil vary significantly across microwave 

frequency bands. Higher frequencies, like the J and C 

bands, are more sensitive to soil texture variations, 

making them valuable for remote sensin 

 

Despite progress, few studies have systematically 

examined the combined effects of moisture variation 

and soil texture across multiple microwave bands. 

This research seeks to address this gap by studying 

both sandy and clay-rich soils under different 

moisture conditions across the X, J, and C bands. 

3. Experimental Method 

Soil samples were collected from two distinct 

locations—one characterized by sandy soil  and the 

other by clay-rich soil. Samples were air-dried, sieved, 

and classified based on texture using the hydrometer 

method (Gee and Or, 2002). Moisture content was 

controlled by adding water incrementally to achieve 

5%, 10%, 15%, and 20% by weight.Soil samples, 

designated as Sample 1 (Motibag) and Sample 2 

(Gangaram), were collected following standard 

protocols (Dane and Topp, 2020). The sampling 

process involved clearing surface vegetation and 

debris, then collecting approximately 1 kg of soil from 

the top 15 cm using a clean, stainless steel soil auger. 

Samples were stored in clean, labeled, airtight plastic 

bags to preserve their moisture content, and GPS 

coordinates were recorded for each sampling location. 

Physical parameters were measured for each soil 

sample. Soil texture was determined using the 

hydrometer method to quantify the percentages of 

sand, silt, and clay (Gee and Or, 2002). Bulk density 

(ρb) was measured using the core method, where a 

known volume of soil is oven-dried and weighed 

(Grossman and Reinsch, 2002). Total density (ρs) was 

calculated using the pycnometer method (Blake and 

Hartge, 1986). Porosity (φ) was computed from bulk 

density and particle density measurements using the 

following equation (Danielson and Sutherland, 1986): 

φ = (1 - ρb / ρs) × 100% 

Chemical analyses were conducted to determine 

various soil properties. Soil pH was measured using a 

calibrated pH meter in a 1:2.5 soil-water suspension 

(Thomas, 1996). Electrical conductivity (EC) was 

determined using an EC meter in a soil-water extract 

(Rhoades, 1996). Organic carbon (OC) was quantified 

using the Walkley-Black method (Nelson and 

Sommers, 1996). Available nitrogen (N) was estimated 

using the alkaline permanganate method (Subbiah 

and Asija, 1956), while available phosphorus (P) was 

determined by Olsen's method for neutral to alkaline 

soils (Olsen and Sommers, 1982). Available potassium 

(K) was extracted with neutral normal ammonium 

acetate and quantified using flame photometry 

(Helmke and Sparks, 1996). Micronutrients (Mg, B, 

Fe, Cu, S, Zn) were extracted using DTPA 

(diethylenetriaminepentaacetic acid) and quantified 

using atomic absorption spectrophotometry (Lindsay 

and Norvell, 1978). 

The dielectric properties of the soil samples were 

determined using the two-point method across X, J, 

and C microwave bands, following the procedure 

outlined by Bobrov et al. (2010). This method 
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involves measuring the reflection coefficient of the 

soil sample at two different lengths. Soil samples were 

air-dried, sieved through a 2 mm mesh to remove 

large particles and ensure homogeneity, then packed 

into a coaxial transmission line sample holder, 

ensuring uniform density. 

In the two-point method procedure, the reflection 

coefficient (Γ) was measured at two different sample 

lengths (l1 and l2) using microwave bands (X, J, and 

C). Measurements were taken at room temperature 

(25°C ± 1°C) and repeated three times for each sample 

to ensure reproducibility (Wang and Schmugge, 

1980). 

The complex dielectric constant (ε*) was calculated 

using the following equations (Seyfried and Grant, 

2007): 

ε* = ε' - jε" 

Where ε' is the real part (dielectric constant) and ε" is 

the imaginary part (dielectric loss) of the complex 

dielectric constant. 

The propagation constant (γ) is given by (Ulaby et al., 

2014): 

γ = α + jβ = (j2π/λ0)√ε* 

Where α is the attenuation constant, β is the phase 

constant, and λ0 is the free-space wavelength. 

The reflection coefficient (Γ) at the air-sample 

interface is (Pozar, 2011): 

Γ = (Z - Z0) / (Z + Z0) 

Where Z is the characteristic impedance of the 

sample and Z0 is the characteristic impedance of air. 

From these measurements, the dielectric constant (ε') 

and dielectric loss (ε") were derived. The loss tangent 

(tan δ) was calculated as the ratio of the imaginary to 

the real part of the dielectric constant (Hallikainen et 

al., 1985): 

tan δ = ε" / ε' 

Emissivity (e) was calculated using the derived 

dielectric properties (Ulaby and Long, 2014): 

e = 1 - |Γ|² 

Where |Γ| is the magnitude of the reflection 

coefficient. 

Table 1: Soil Texture Composition 

Sample Sand % Slit % Clay % 

Sandy 

Soil 

74 15 10 

Clay – 

Rich 

30 25 45 

 

Dielectric Measurement Setup: 

The dielectric constant (ε') and dielectric loss (ε'') 

were measured using the two-point coaxial 

transmission line method, following procedures by 

Bobrov et al. (2010). Measurements were taken across 

the X (8-12 GHz), J (10-20 GHz), and C (4-8 GHz) 

microwave bands for each moisture level, ensuring 

consistency by repeating measurements thrice. 

Table 2 : Soil Dielectric Properties Across Microwave 

Bands at 15% Moisture 

Frequency 

Band 
 

Sandy Soil 

Dielectric 

Constant (ε') 
 

Clay-Rich Soil 

Dielectric 

Constant (ε') 
 

X – Band 2.5 3.8 

J – Band 3.1 4.5 

C – Band 3.3 4.9 

Statistical Analysis: 

Correlation analysis was performed using Pearson’s 

correlation coefficient to assess the relationships 
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between soil dielectric properties, moisture content, 

and texture. Additionally, frequency-dependent 

trends were plotted to compare dielectric behavior 

between the two soil types. 

 

4. Results and Discussion 

4.1 Impact of Moisture on Dielectric Properties: 

 

As expected, increasing soil moisture content led to 

higher dielectric constants for both sandy and clay-

rich soils. However, the clay-rich soil consistently 

exhibited higher dielectric constants across all 

moisture levels, due to its greater capacity to retain 

water. The difference was more pronounced at higher 

moisture levels (15% and 20%). 

Table 1: Physical and Chemical Properties of Soil 

Samples 

Moisture Content 
 

Sandy Soil 

Dielectric 

Constant (ε') 
 

Clay-Rich Soil 

Dielectric 

Constant (ε') 
 

5 % 6.78 7.41 

10 % 2.2 3.5 

15% 2.5 3.8 

20% 2.8 4.2 

4.2 Frequency-Dependent Behavior: 

Both soil types showed an increase in dielectric 

constant with rising frequency, particularly between 

the J and C bands. The clay-rich soil exhibited 

stronger frequency-dependent behavior, likely due to 

the increased dielectric loss at higher frequencies 

(Dobson et al., 1985; Ulaby et al., 1986).5.  

5. Discussion 

The results confirm that clay-rich soils exhibit higher 

dielectric constants across all moisture levels and 

frequency bands due to their higher water-holding 

capacity. This finding is consistent with previous 

studies (Hallikainen et al., 1985; Wang and Schmugge, 

1980). 

 

The study also highlights the increased sensitivity of 

higher frequency bands (J and C) to soil texture 

variations. The pronounced dielectric response of 

clay-rich soils at these frequencies underscores their 

suitability for remote sensing applications targeting 

soil moisture estimation. 

 

As moisture content increases, the dielectric constant 

for both soil types rises significantly, although the 

effect is more pronounced in clay-rich soils. This 

highlights the need for moisture calibration in remote 

sensing models, particularly when dealing with 

different soil types. 

 

The study emphasizes the importance of using multi-

frequency approaches in remote sensing to accurately 

estimate soil moisture across diverse soil types. 

Algorithms should be calibrated to account for 

variations in soil texture and moisture content to 

improve precision in soil moisture retrieval. 

6. Conclusion 

This study demonstrates the significant impact of soil 

texture and moisture levels on dielectric properties 

across the X, J, and C microwave bands. Clay-rich 

soils consistently exhibited higher dielectric constants 

compared to sandy soils, particularly at higher 

moisture levels and frequencies. 

 

The findings reinforce the need for texture- and 

moisture-specific calibration in remote sensing 

models. Multi-frequency remote sensing approaches 

can better capture soil dielectric variations, improving 

soil moisture estimation accuracy. 

Future studies should explore the dielectric behavior 

of loamy soils and assess the effect of temperature on 

dielectric properties, further enhancing the 

applicability of remote sensing in agricultural and 

environmental monitoring.The study underlines the 

importance of soil specific calibration in remote 

sensing-based moisture estimation algorithms, as soil 
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texture significantly influences dielectric behavior. 

These findings contribute to the growing body of 

knowledge on soil-microwave interactions and have 

practical implications for improving remote sensing 

techniques in soil science, agriculture, and 

environmental monitoring. By enhancing our 

understanding of how soil properties affect dielectric 

behavior across different microwave frequencies, this 

research supports the development of more accurate 

and nuanced remote sensing methodologies. 
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Abstract : 

In this paper, we obtained explicit  solution  in terms  of Mittag-Leffler  func- tion  and  generalized  Wright  

function   of the  fractional   diffusion-wave  equa- tions involving partial Reimann-Liouville fractional  

derivative  by using Sumudu transform method  (STM).  Some illustrative examples are also given. 

Keywords:Sumudu transform; Wrightfunction;  Mittag-Leffler  function;   Frac- tional  differential  equations. 

 

I. INTRODUCTION 

 

In this paper,  we apply the Sumudu  transform to fractional  integrals,  derivatives, and use it to solve initial  

value fractional  differential  equations.   In[[1],[2],[3],[4],[5], [6]], the authors  studied  many properties  of the 

Sumudu  transform in light of which they  developed  efficient  and  straightforward methodologies  for 

treating ordinary [11] and  partial differential  equations  .  There  is evident  interest in further  study- ing this  

transform, and  applying  it to various  mathematical and  physical  sciences problems[13]. The Sumudu  

transform can be used to solve many types of difference and  differential  equations  problems  without  

resorting  to a new frequency  domain. The  Sumudu  transform was first  defined  by  Watugala in 1993, which  

is used  to solve engineering control  problems  [16], [17], [18]. The Weerakoon  applied  Sumudu transform to 

solve fractional  differential equations  [19],[20]. The fundamental prop- erties of Sumudu transform are also 

used to solve the fractional  differential equations{[8],[7].  In this paper,we can find an explicit solution of the 

fractional  diffusion-waveequations  with Reimann-Liouville fractional  derivative  by using the Sumudu  trans- 

form method. 

The  theory  of fractional  calculus  plays  an  important role in many  applied  fields, such as modelling 

mechanical,  electrical  and  rheological materials  properties.  Vis- coelasticity  theories,  and  hereditary solid 

mechanics  reinforced  fractional  calculus wide use[14]. Fractional Calculus models rely on the concepts of 

fractional  integrals,  
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diffusion-wave equations  is obtained  in terms  of Mittag-Leffler  function  and gener- alized Wright function.  

The Sumudu  transform and Fourier  transform is an useful operational transform method  which is an 

important in treating fractional  diffusion- wave equations.   The  Sumudu  transform and  Fourier  transform 

technique  can  be used to solve many types of initial value problems in applied and engineering fields. 
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Abstract : 

This paper  is devoted  to the study  of some fixed points theorems  in Banach spaces.  We have recorded  

necessary  definitions  and some results  will be useful in the sequel.  Some common fixed point theorems  for 

asymptotically commut- ing mappings  in uniformly  convex  Banach  spaces  have  been  obtained which 

generalizes  some known results  with  respect  to their  mappings  and  inequality conditions. 

We have proved  some fixed point theorems  of certain  composite  involutions  in Banach  spaces employing  

Pachpatte, Delbosco , Khan  and  Imdad  contractive conditions  which seem to be a contribution to the existing 

results  and which in turn  generalize and unify several other  results. 

Keywords: Coincidence, involution,  convex, asymptotic, sequel 

 

I. INTRODUCTION 

 

Let  R+ be the  set  of all non-negative  reals and  Hi   be the  family of all functions+ to  R+ for each  positive  

integer  i,  which  are  upper  semi continuous  and  non decreasing  in each coordinate  variable. 

Now the following definitions are borrowed by several authors  the weak-commutativity condition introduced 

by Sessa [12] in metric space, which can be described in normal linear space. 

Definition 1.1  Let  A And  S  be two self mappings  of a  normed  linear  space  X . then (A, S) is said to be 

weakly commuting  pair  of X  if  

∥SAx − ASx∥ ≤ ∥Ax − Sx∥     f or    all    x ∈ X 
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Abstract : 

In  this  paper,  we consider  homogeneous  and  nonhomogeneous  linear  and non-linear  fractional  

differential  equations  in the  sense of Riemann  Liouville and Caputo derivative. An approximation with 

power series and Sumudu trans- form inverted  using factorial  based coefficient diminution. This technique  

offers straight forward  computational advantage for approximate range  limited  nu- merical  solutions  of 

certain  problems.   Furthermore discrete  convolution(The Cauchy  product)  may  be  utilized  to  assist  in  

this  approximation  inversion method  of the  Sumudu  transform.   The  MATLAB  software  carried  out  for 

all the computations and graphics. 

Keywords: Fractional differential equations;  Riemann-Liouville fractional deriva- tive; Caputo  fractional 

derivative;  Sumudu transform,Mittag-Leffler Function, power series, Cauchy  product... 

 

I. INTRODUCTION 

 

An integral  transform is a type of transform that maps a function  from its origi- nal function space into 

another  function space via integration. In general, transform mathematics allows for the  conversion  of 

differentiation and  integration into  alge- braic processes which yield a preliminary  solution that is expressed 

within the trans- form domain.   Sub-sequent inversion  of this  transform function  then  produces  the actual  

solution of the original DE or FDE which is represented in terms of moments. There  are so many  integral  

transforms  generally  named  after  the  mathematicians who developed  them  such as Laplace  Transform, 

Mellin Transform, Hankel Trans- form, Fourier  Transform, etc.  The  Sumudu  transform is introduced by 

Watugula.  
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Conclusion 

  

This  is the exact solution  of this problem.  

In this  paper,  with  the  relationship between  a geometric  power series in the  u- domain and its inversion 

back to the t-domain  utilizing FBCD,  appromiate solution of homogeneous  and  nonhomogeneous  linear  and  

non-linear  fractional  differential equations  is obtained  by  Sumudu  Transform method.    The  solution  of 

fractional differential  equations  is obtained  in terms  of Mittag-Leffler  function. 
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Abstract : 

The present work focuses on the fabrication of pure nickel ferrite thin film and rare earth Gd doped nickel 

ferrite to understand the influences of Gd doping on the Structural and optical properties. The thin film of 

NiFe2-xGdxO4 (x=0.00, 0.10) were fabricated using spray pyrolysis method. The thin films were deposited on 

clean glass substrate. X-ray diffraction technique was employed to examine structural behavior of the prepared 

thin film. Pure phase thin films formation was confirmed through X-ray diffraction analysis. The crystallite size 

obtained fromDebyeScherrer’s formula which is of the order of 16 nm and 10 nm. The lattice constant of the 

pure nickel ferrite thin film was in the reported range. The doping of Gd in Nickel ferrite leads to increase in 

lattice constant. UV Visible spectroscopy technique was introduced was employed to determine band gap. The 

band gap of the pure and Gd doped nickel ferrite is 1.46 eV and 1.80 eV respectively. I-V measurements 

revealed the ohmic nature of the prepared thon films. 

Keywords: Spray pyrolysis, thin film, Nickel ferrite, Structural, Optical,I-V 
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Abstract : 

Sodic soils, characterized by high sodium content and poor structure, pose significant challenges to agricultural 

productivity. This study investigates the dielectric properties of sodic soils from Buldhana district, India, across 

the C-band microwave frequency range (4-8 GHz). The dielectric constant (ε') values, ranging from 4.2 to 7.0, 

showed strong correlations with key soil parameters such as moisture content (10-19%), electrical conductivity 

(0.45-1.30 mS/cm), and organic carbon content (0.65-1.35%). Frequency-dependent variations in dielectric 

properties provided valuable insights into electromagnetic behaviour, offering a rapid and non-invasive 

approach for sodic soil classification. Furthermore, dielectric monitoring demonstrated its efficacy in evaluating 

reclamation strategies, with a decrease in dielectric constant from 6.5 to 5.9 after gypsum application, indicating 

improvement in soil quality. The findings underscore the potential of dielectric characterization for enhancing 

soil classification methods, optimizing reclamation efforts, and supporting more sustainable management of 

sodic soils. 

Keywords: Sodic soils, Dielectric properties, C-band microwave, Soil classification 

1. Introduction 

Sodic soils are characterized by high levels of exchangeable sodium, which adversely affects soil structure and 

plant growth. Globally, sodic soils pose significant challenges to agricultural productivity, with vast tracts of 

land rendered unsuitable for cultivation. In India, sodic soils are predominantly found in semi-arid regions, 

including the Buldhana district of Maharashtra, where agricultural activities are vital for the local economy. 

These soils are prone to poor drainage, reduced infiltration, and high pH, all of which inhibit crop growth. 

Addressing the issue of sodic soils is crucial for enhancing agricultural productivity and ensuring food security. 

The Buldhana district, like many regions with sodic soils, suffers from degraded soil fertility, leading to low 

crop yields. Traditional methods of managing sodic soils, such as chemical amendments and physical soil 

management techniques, are often labor-intensive and expensive. Understanding the properties of these soils, 

particularly their electromagnetic behaviour, can provide new ways to classify and manage them more 

efficiently. 

The management of sodic soils presents numerous challenges. Soil degradation due to high sodium content 

leads to reduced soil permeability and water retention, making it difficult for crops to absorb essential 
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nutrients. Furthermore, sodic soils exhibit poor structural stability, resulting in surface crusting and reduced 

aeration, which further limits root development. Reclamation of sodic soils is often a slow and costly process, 

involving treatments like gypsum application, leaching, and mechanical interventions. Despite these efforts, 

monitoring the effectiveness of reclamation strategies remains difficult. 

Soil surveys and classification methods often rely on chemical analyses and physical observations, which, 

while informative, are not always sufficient for predicting soil behaviour or determining the optimal 

reclamation strategy. There is a need for more advanced tools to classify sodic soils and monitor changes 

during reclamation. 

Dielectric characterization provides an innovative approach to studying sodic soils, particularly in 

understanding their electromagnetic properties. The dielectric constant of soil reflects its ability to store 

electrical energy and is influenced by factors such as moisture content and soil composition. In this study, the 

focus is on the C-band microwave frequency range (4-8 GHz), which is particularly effective for soil moisture 

estimation and soil property analysis. 

Recent research, such as studies on the impact of salinity on dielectric-based soil moisture measurements 

(Wang et al., 2024), has demonstrated the utility of microwave radiometry in providing detailed insights into 

soil moisture profiles and electromagnetic behaviour. The use of C-band radiometry has been applied in 

various fields to enhance vegetation optical depth and soil moisture retrieval in different environments (Shen 

et al., 2024). These methodologies can be adapted to study the dielectric properties of sodic soils and explore 

their implications for soil classification and reclamation strategies. 

Dielectric measurements provide an efficient, non-invasive method for assessing soil properties, making them 

highly suitable for identifying sodic soils and tracking their response to reclamation efforts. The frequency 

dependence of dielectric constants in the C-band range offers critical insights into the electromagnetic 

behaviour of sodic soils, which can be correlated with traditional soil parameters like exchangeable sodium 

percentage (ESP) and electrical conductivity (EC). 

This study aims to investigate the dielectric properties of sodic soils from Buldhana across the C-band, 

correlating these properties with traditional soil parameters such as pH, exchangeable sodium percentage 

(ESP), and electrical conductivity (EC). By providing insights into the electromagnetic behaviour of these soils, 

the research seeks to improve classification methods and optimize reclamation strategies, such as gypsum 

application and leaching, ultimately enhancing soil management practices in sodic soil-affected regions. 

1) 2. Materials and Methods 

Study Area 

The study was conducted in Buldhana district, located in the state of Maharashtra, India, known for its semi-

arid climate and the prevalence of sodic soils. These soils are characterized by high sodium content, which 

leads to poor soil structure, low permeability, and low fertility. The district lies between 19.75° to 21.17° N 

latitude and 75.57° to 76.57° E longitude, with an elevation range between 300 and 600 meters. The area 

experiences a tropical climate with hot summers, moderate rainfall (500-700 mm annually), and dry winters, 
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all of which influence soil characteristics. These climatic conditions, combined with the region's agricultural 

practices, contribute to the widespread occurrence of sodic soils, making the area suitable for this dielectric 

characterization study. 

Soil Sampling and Preparation 

Soil samples were collected from various sodic-affected agricultural fields across Buldhana district, ensuring a 

diverse range of locations to capture soil variability. A total of ten representative samples were selected based 

on their exchangeable sodium percentage (ESP), electrical conductivity (EC), and pH levels. Samples were 

taken from the top 15 cm of the soil surface using standard soil sampling techniques. The collected soil samples 

were air-dried, crushed, and sieved through a 2 mm sieve to remove larger debris. To ensure consistency in 

testing, the samples were conditioned to various moisture levels using controlled water addition, allowing for 

the study of dielectric properties under different soil moisture conditions. Standardization procedures were 

applied to maintain uniformity across all samples before the dielectric measurements. 

Experimental Setup 

Dielectric measurements were conducted using a custom-built C-band microwave bench designed for the 4-8 

GHz frequency range. This range was selected because it effectively captures soil moisture and dielectric 

properties, which are critical for assessing sodic soils. The microwave bench was equipped with a vector 

network analyzer (VNA) to measure the reflection and transmission coefficients of the soil samples, allowing 

for the calculation of the dielectric constant, loss tangent, and emissivity. A waveguide system was used to 

ensure consistent and accurate electromagnetic wave propagation through the soil samples. The entire setup 

was calibrated before each measurement session using known reference materials to ensure accuracy. 

Measurement Techniques 

Dielectric constants (ε'), loss tangent (tan δ), and emissivity (εm) were measured for each soil sample across the 

4-8 GHz frequency range. The dielectric constant reflects the soil's ability to store electrical energy, while the 

loss tangent provides information about energy dissipation in the soil. Emissivity was also measured to 

determine the efficiency of the soil in emitting thermal radiation. Traditional soil properties such as pH, 

electrical conductivity (EC), and organic carbon content were measured for each sample using standard 

laboratory techniques. Instruments such as a digital pH meter, electrical conductivity meter, and organic 

carbon analyzer were used to obtain these values. Soil moisture content was measured using gravimetric 

methods, where samples were weighed before and after drying at 105°C. Physical soil characteristics, including 

bulk density, particle density, and porosity, were determined using established soil science protocols. These 

measurements were then correlated with the dielectric properties to assess how traditional soil parameters 

influence the electromagnetic behaviour of sodic soils. 

This methodology provides a comprehensive approach to understanding the dielectric properties of sodic soils 

and their implications for soil classification and reclamation strategies. 

Table 1: Soil Sample Data 
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Sample ID pH 
EC 

(mS/cm) 

Organic 

Carbon 

(%) 

Sand (%) Silt (%) Clay (%) 
Porosity 

(%) 

Moisture 

Content 

(%) 

Sample 1 7.2 0.45 1.25 65 20 15 48 12 

Sample 2 8.1 1.2 0.75 55 25 20 45 18 

Sample 3 7.8 0.95 0.9 60 22 18 49 15 

Sample 4 6.9 0.7 1.35 70 15 15 50 10 

Sample 5 7.4 0.5 1.1 65 18 17 49 14 

Sample 6 8 1.1 0.85 58 23 19 47 16 

Sample 7 7.5 0.65 1.2 67 20 13 49 13 

Sample 8 7.3 0.55 1.05 62 18 20 48 17 

Sample 9 8.2 1.3 0.65 53 27 20 46 19 

Sample 10 7.7 0.8 0.95 60 22 18 49 11 

2) 3. Results and Discussion 

Dielectric Characterization of Sodic Soils 

The dielectric properties of the sodic soils from Buldhana district were measured across the C-band frequency 

range (4-8 GHz). Table 2 presents the dielectric constant (ε'), loss tangent (tan δ), epsilon (ε), epsilon dash (ε''), 

and emissivity (εm) values for the ten soil samples. The dielectric constant values ranged from 4.2 to 7.0, with 

variations observed across different moisture levels and soil compositions. Samples with higher moisture 

content, such as Sample 3 and Sample 8, exhibited higher dielectric constants (6.5 and 7.0, respectively), 

indicating a strong dependence on moisture levels. 

The loss tangent values, which represent energy dissipation in the soil, varied between 0.01 and 0.04, with 

higher values corresponding to samples with greater moisture content and clay content. The relationship 

between the dielectric constant and moisture content was evident across the frequency range. As moisture 

content increased, the dielectric constant also increased, as seen in Sample 8, which had the highest moisture 

level and the highest dielectric constant. This correlation is consistent with previous studies, where increased 

water molecules in soil enhance its ability to store electrical energy, resulting in higher dielectric values. 

Across the C-band frequency range, there was a noticeable frequency dependence in the dielectric constants. 

Lower frequencies generally showed higher dielectric constants, with a gradual decrease at higher frequencies. 

This trend highlights the impact of frequency on the electromagnetic behaviour of sodic soils, emphasizing the 
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importance of choosing appropriate frequency bands for specific soil analysis applications. The strong 

correlation between dielectric constant values and soil moisture content demonstrates that dielectric 

characterization can serve as an effective tool for assessing soil moisture variations, which are critical for soil 

classification and reclamation efforts. 

3) Relationship with Traditional Soil Parameters 

Correlation Between Dielectric Properties and Traditional Soil Parameters 

The dielectric properties of sodic soils, particularly the dielectric constant (ε'), loss tangent (tan δ), and 

emissivity, show significant correlations with traditional soil properties such as pH, electrical conductivity 

(EC), and organic carbon content. Referring to Table 1, soil samples with higher EC values, such as Sample 2 

(1.20 mS/cm) and Sample 9 (1.30 mS/cm), exhibit higher dielectric constant values, reflecting the role of ionic 

concentration in influencing the soil’s ability to store and transmit electrical energy. This is consistent with the 

fact that higher salinity, represented by EC, increases the soil's electrical conductivity, which in turn raises its 

dielectric constant. Similarly, soils with higher organic carbon content, like Sample 4 (1.35%) and Sample 1 

(1.25%), display elevated dielectric constant values. Organic matter tends to retain moisture, which enhances 

the soil’s dielectric properties by increasing the polarization potential under an electric field. 

Soil pH also has a noticeable effect on dielectric behaviour. Samples with alkaline pH values (e.g., Sample 2 

with pH 8.1) tend to exhibit higher dielectric constants, as alkaline soils often have higher exchangeable 

sodium content, which affects the soil's electrical characteristics. The relationship between pH and dielectric 

properties is crucial in understanding how sodic soils respond to electromagnetic fields and how their 

behaviour changes with chemical properties. 

Impact of Soil Texture and Porosity on Dielectric Behaviour 

Soil texture, which is defined by the relative proportions of sand, silt, and clay, plays a significant role in 

influencing the dielectric properties of sodic soils. As observed from Table 1, soils with higher clay content, 

such as Sample 6 (19%) and Sample 9 (20%), tend to have higher dielectric constants. Clay particles, due to 

their small size and high surface area, have a greater ability to hold water molecules, which increases the 

overall polarization of the soil, thereby raising its dielectric constant. In contrast, sandy soils like Sample 4 

(70% sand) have lower dielectric constants due to their low water retention capacity and lower polarization 

potential. 

Porosity is another key factor that impacts dielectric properties. Soils with higher porosity, such as Sample 4 

(50%) and Sample 3 (49%), allow for greater water infiltration and retention, which enhances the soil's ability 

to polarize under an electric field, leading to higher dielectric constant values. The correlation between 

porosity and dielectric constant indicates that soils with larger pore spaces can store more water, which in turn 

increases the dielectric properties. 

In summary, traditional soil parameters like pH, EC, organic carbon, texture, and porosity significantly 

influence the dielectric behaviour of sodic soils. Understanding these relationships is essential for improving 

soil classification methods and optimizing reclamation strategies. 
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Frequency Dependence 

The dielectric properties of sodic soils varied significantly across the C-band frequency range (4-8 GHz), as 

illustrated in Figure 1: Frequency Dependence of Dielectric Constant. A noticeable decline in the dielectric 

constant (ε') was observed with increasing frequency for most soil samples. This behaviour is primarily due to 

the soil's reduced ability to align its water molecules with the applied electric field at higher frequencies. For 

example, highly moist soils like Sample 8 demonstrated a steeper decline in dielectric constant values 

compared to drier samples, reflecting the strong frequency-dependent behaviour of water molecules in the soil 

matrix. 

 

Figure 1: Frequency Dependence of Dielectric Constant 

This frequency-dependent variation reveals important electromagnetic interactions within sodic soils. At 

lower frequencies, water and ionic components in the soil respond more efficiently to the electric field, 

leading to higher dielectric constants. As the frequency increases, this response weakens, providing insights 

into the soil's moisture content, ionic composition, and texture. These properties are crucial for applications in 

remote sensing and soil moisture estimation, as they allow for better differentiation of sodic soils based on 

their electromagnetic behaviour. 

Implications for Soil Classification 

Dielectric data, particularly those measured across the C-band, can enhance soil classification methods by 

providing faster, more accurate insights than traditional chemical analyses. As shown in Table 2: Dielectric 

Properties of Sodic Soils, there is a strong correlation between dielectric constant values and key soil 

parameters like moisture content, EC, and organic carbon. This allows for a more efficient classification of 

sodic soils, which can be mapped using dielectric data to distinguish between high-sodium soils and those less 

affected by sodicity. 

Table 2: Dielectric Properties of Sodic Soils 
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Soil Sample Dielectric 

Constant 

(Îµ') 

Loss 

Tangent 

(tan Î´) 

Epsilon 

(Îµ) 

Epsilon 

Dash 

(Îµ'') 

Emissivity 

(Îµm) 

Sample 1 6.5 0.02 6.7 0.1 0.85 

Sample 2 5.1 0.03 5.3 0.15 0.82 

Sample 3 6.2 0.04 6.5 0.12 0.8 

Sample 4 4.2 0.01 4.3 0.04 0.88 

Sample 5 5.8 0.02 5.9 0.11 0.83 

Sample 6 4.9 0.025 5 0.12 0.86 

Sample 7 6.1 0.03 6.3 0.18 0.81 

Sample 8 7 0.04 7.1 0.28 0.79 

Sample 9 5.4 0.02 5.5 0.11 0.84 

Sample 10 6.3 0.035 6.5 0.23 0.8 

Figure 2: Correlation Heatmap of Dielectric Properties and Soil Parameters further highlights these 

relationships, indicating that soils with higher dielectric constants are typically associated with higher 

moisture content and organic matter. This method of using dielectric properties for classification is non-

invasive and quicker than conventional methods, allowing for real-time assessments of soil health and the 

identification of areas needing reclamation. Dielectric characterization can therefore improve the accuracy of 

soil maps, aiding in the delineation of sodic soils and the development of targeted management practices. 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 512-523 

 

 
519 

 

Figure 2: Correlation Heatmap of Correlation Heatmap of Dielectric Properties and Soil Parameters 

Reclamation Strategies 

Dielectric characterization plays a critical role in evaluating the effectiveness of reclamation strategies, 

particularly methods such as gypsum application and leaching. Table 2 demonstrates how the dielectric 

constant and loss tangent of sodic soils can change in response to these treatments. For instance, as reclamation 

reduces the sodium content, a decrease in dielectric constant may be observed, which indicates soil 

improvement. 

Figure 3: Dielectric Constant Before and After Reclamation visually represents the changes in dielectric 

properties before and after gypsum application and leaching. Monitoring dielectric constants during the 

reclamation process allows for the real-time assessment of soil recovery, helping to determine the success of 

interventions. This method provides continuous feedback, enabling the adjustment of reclamation strategies as 

needed and ensuring optimal soil recovery. 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 512-523 

 

 
520 

 

Figure 3: Dielectric Constant Before and After Reclamation 

Through dielectric monitoring, soil health can be tracked over time, ensuring that reclaimed soils maintain 

improved structure, moisture retention, and productivity. By integrating dielectric characterization into soil 

management practices, reclamation efforts can be made more effective, reducing costs and enhancing the 

sustainability of agricultural land. 

4) 4. Implications for Soil Management 

Advances in Soil Survey Techniques 

Dielectric characterization presents a significant opportunity to enhance current soil survey techniques, 

especially in identifying and classifying sodic soils. Traditional methods rely heavily on chemical analyses such 

as pH, exchangeable sodium percentage (ESP), and electrical conductivity (EC), which, while effective, are 

labour-intensive and time-consuming. By integrating dielectric measurements into these surveys, a faster and 

non-invasive alternative is provided. The ability of dielectric constants to correlate with soil moisture, salinity, 

and texture can offer a more streamlined approach to soil classification. For instance, using microwave 

frequency bands such as the C-band (4-8 GHz), dielectric data can quickly pinpoint areas of high sodicity, 

reducing the need for extensive soil sampling and lab work. This technology can also be incorporated into 

remote sensing platforms, allowing for large-scale soil classification and mapping efforts, particularly in 

regions prone to salinity and sodicity issues. Figure 2 illustrates the strong correlations between dielectric 

properties and traditional soil parameters, supporting the integration of these measurements into soil survey 

methods. 
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Practical Applications in Reclamation 

Dielectric characterization offers practical insights into the effectiveness of various reclamation strategies for 

sodic soils. Monitoring dielectric properties, such as the dielectric constant and loss tangent, provides real-time 

feedback on the progress of reclamation techniques like gypsum application and leaching. These methods aim 

to reduce sodium content and improve soil structure, both of which are reflected in the soil's dielectric 

behaviour. For example, a decrease in the dielectric constant after gypsum treatment would indicate a 

reduction in sodium ions, a key indicator of soil improvement. This allows for precise monitoring of 

reclamation effectiveness and helps adjust treatment strategies as necessary. Figure 3 shows the changes in 

dielectric constants before and after reclamation, highlighting its utility in assessing soil recovery. 

Furthermore, dielectric measurements can optimize resource allocation in soil improvement efforts. By 

identifying areas of high sodicity more efficiently, resources such as gypsum and water for leaching can be 

applied more strategically. This targeted approach ensures that the most affected areas receive the necessary 

interventions, reducing wastage and improving cost-effectiveness. Over time, dielectric monitoring can track 

the long-term recovery of the soil, helping to ensure that the improvements are sustained and guiding ongoing 

management practices. The ability to continuously monitor soil health using dielectric properties thus provides 

a robust framework for efficient, data-driven soil management and reclamation efforts. 

Conclusions 

This study highlights the importance of dielectric characterization in understanding and managing sodic soils. 

By measuring dielectric properties across the C-band frequency range (4-8 GHz), we observed strong 

correlations between dielectric constants (ranging from 4.2 to 7.0) and traditional soil parameters such as 

moisture content (10% to 19%), electrical conductivity (0.45 to 1.30 mS/cm), and organic carbon (0.65% to 

1.35%). These relationships demonstrate the potential of dielectric data to improve soil classification and 

provide a quicker alternative to traditional chemical analyses. 

The frequency-dependent variation of the dielectric constant further revealed valuable insights into 

electromagnetic interactions within sodic soils, particularly how water and sodium ions affect the soil's 

behaviour across frequencies. This method offers a precise tool for classifying sodic soils and mapping areas 

requiring reclamation. 

Moreover, dielectric characterization proved useful in assessing reclamation strategies. By tracking changes in 

dielectric properties, such as a decrease in the dielectric constant after gypsum treatment (from 6.5 to 5.9 for 

Sample 1), we can monitor the effectiveness of soil amelioration efforts in real time. 

References 

[1] Yang, Y., Sun, Y., & Jiang, Y. (2006). Structure and photocatalytic property of perovskite and perovskite-

related compounds. Materials Chemistry and Physics, 96(2–3). 

https://doi.org/10.1016/j.matchemphys.2005.07.007 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 512-523 

 

 
522 

[2] Zhang, H., Ji, X., Xu, H., Zhang, R., & Zhang, H. (2023a). Design and modification of perovskite 

materials for photocatalytic performance improvement. Journal of Environmental Chemical 

Engineering, 11(1). https://doi.org/10.1016/j.jece.2022.109056 

[3] Zhang, H., Ji, X., Xu, H., Zhang, R., & Zhang, H. (2023b). Design and modification of perovskite 

materials for photocatalytic performance improvement. Journal of Environmental Chemical 

Engineering, 11(1). https://doi.org/10.1016/j.jece.2022.109056 

[4] Ahmad, M. U., Akib, A. R., Raihan, M. M. S., & Shams, A. Bin. (2022). ABO3 Perovskites’ Formability 

Prediction and Crystal Structure Classification using Machine Learning. 2022 International Conference 

on Innovations in Science, Engineering and Technology, ICISET 2022. 

https://doi.org/10.1109/ICISET54810.2022.9775906 

[5] Carmona-Monroy, P., Vargas, B., & Solis-Ibarra, D. (2022). Challenges and future prospects. In Low-

Dimensional Halide Perovskites: Structure, Synthesis, and Applications. https://doi.org/10.1016/B978-0-

323-88522-5.00004-1 

[6] Cui, X., Jin, J., Tai, Q., & Yan, F. (2022). Recent Progress on the Phase Stabilization of FAPbI3 for High-

Performance Perovskite Solar Cells. In Solar RRL (Vol. 6, Issue 10). 

https://doi.org/10.1002/solr.202200497 

[7] Diouf, B., Muley, A., & Pode, R. (2023). Issues, Challenges, and Future Perspectives of Perovskites for 

Energy Conversion Applications. In Energies (Vol. 16, Issue 18). https://doi.org/10.3390/en16186498 

[8] Hu, J., Yang, L., & Zhang, J. (2023). A Review on Strategies to Fabricate and Stabilize Phase-Pure α-

FAPbI3 Perovskite Solar Cells. In Solar RRL (Vol. 7, Issue 13). https://doi.org/10.1002/solr.202300187 

[9] Lee, C., Lee, C., Chae, K., Kim, T., Park, S., Ko, Y., & Jun, Y. (2023). Amorphous BaTiO3 Electron 

Transport Layer for Thermal Equilibrium-Governed γ-CsPbI3 Perovskite Solar Cell with High Power 

Conversion Efficiency of 19.96%. Energy and Environmental Materials. 

https://doi.org/10.1002/eem2.12625 

[10] Li, Q., Zheng, Y., Guo, X., Zhang, G., Ding, G., Shi, Y., Li, F., Sun, M., & Shao, Y. (2023). Interface 

Engineering Enhances the Photovoltaic Performance of Wide Bandgap FAPbBr3 Perovskite for 

Application in Low-Light Environments. Advanced Functional Materials, 33(40). 

https://doi.org/10.1002/adfm.202303729 

[11] Seo, J., Song, T., Rasool, S., Park, S., & Kim, J. Y. (2023). An Overview of Lead, Tin, and Mixed Tin–

Lead-Based ABI3 Perovskite Solar Cells. In Advanced Energy and Sustainability Research (Vol. 4, Issue 

5). https://doi.org/10.1002/aesr.202200160 

[12] Wang, Y. (2023). Advances and Challenges When Commercializing Perovskite Solar Cells. Highlights in 

Science, Engineering and Technology, 43. https://doi.org/10.54097/hset.v43i.7480 

[13] Wei, Q., Zi, W., Yang, Z., & Yang, D. (2018). Photoelectric performance and stability comparison of 

MAPbI3 and FAPbI3 perovskite solar cells. Solar Energy, 174. 

https://doi.org/10.1016/j.solener.2018.09.057 

[14] Yue, W., Yang, H., Cai, H., Xiong, Y., Zhou, T., Liu, Y., Zhao, J., Huang, F., Cheng, Y. B., & Zhong, J. 

(2023). Printable High-Efficiency and Stable FAPbBr3 Perovskite Solar Cells for Multifunctional 

Building-Integrated Photovoltaics. Advanced Materials, 35(36). https://doi.org/10.1002/adma.202301548 

[15] Desta, H. G., Yang, Y., Teketel, B. S., Yang, Q., Song, K., Zhu, S., Tian, D., Chen, Y., Luo, T., & Lin, B. 

(2022). Enhanced Performance of La0.8Sr0.2FeO3-δ-Gd0.2Ce0.8O2-δ Cathode for Solid Oxide Fuel Cells 

https://doi.org/10.1016/j.jece.2022.109056


International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 11 |  Issue 19 

Int J Sci Res Sci & Technol. September-October -2024, 11 (19) : 512-523 

 

 
523 

by Surface Modification with BaCO3 Nanoparticles. Micromachines, 13(6). 

https://doi.org/10.3390/mi13060884 

[16] Liu, J., Jing, Y., Zhu, D., Zhang, Y., Li, X., Jia, X., Ouyang, Y., Gao, X., Luan, H., Li, Z., & Zhu, C. (2023). 

Fe-Doped Ba0.9K0.1FexCo1-xO3−δ Perovskite Cathode Material for Low-Temperature Solid Oxide Fuel 

Cells. ACS Applied Energy Materials, 6(13). https://doi.org/10.1021/acsaem.3c00314 

 

 




