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Big Data Analytics Approaches to your Business Enhancement 

Strategies 
Mayur P Deshmukh1, Manjusha M Deshmukh2 

Asst. Prof, Department of Computer Science, Vishwakarama University, Survey No 2,3,4 Laxminagar, 

 Kondhwa (Bk.) Pune, India  

Researcher, Dr. B. A. M. University, Chatrapati Sambhaji Nagar, (MS) India  

 

ABSTRACT 

 

In this article we will introduce what Big Data is and the applications it can provides to your business. We 

will provide some technical details on how to adopt it into your business [1]. This study aims at mapping the 

massive knowledge landscape in Asian country and scrutinizing the challenges and opportunities in it. The 

blueprint of size, rate of growth of this sector and infrastructural challenges can enhance the data on Indian 

huge knowledge Landscape. As India’s huge knowledge landscape continues to be growing and is facing 

infrastructural and policy level challenges, issue analysis methodology is ideal for analyzing the state of the 

art, challenges and opportunities [2].  

Keywords : Big Data, Data Protection, Policy, Issue Analysis 

 

I. INTRODUCTION 

 

‘Big Data’ is the application of specialized techniques and technologies to process very large sets of data. These 

data sets are often so large and complex that it becomes difficult to process using on-hand database 

management tools. Examples include web logs, call detail records, medical records, military surveillance, 

photography archives, video archives and large-scale e-commerce [1]. By ‘very large’ we’re talking about 

datasets that require at least one terabyte – if not hundreds of petabytes – of storage. (Note that 1 petabyte = 

1024 terabytes!). Facebook is estimated to store at least 100 petabytes of pictures and videos alone. Big data is 

first and foremost, data; an elusive, yet valuable, corporate asset quite unlike any other that needs to be 

properly managed. 

 

Big Data is defined from the McKinsey Global report from 2011: Big Data is data whose scale, distribution, 

diversity, and/or timeliness require the use of new technical architectures and analytics to enable insights that 

unlock new sources of business value [3]. McKinsey's definition of Big Data implies that organizations will need 

new data architectures and analytic sandboxes, new tools, new analytical methods, and an integration of 

multiple skills into the new role of the data scientist. Figure 1 highlights several sources of the Big Data deluge. 

http://www.ijsrst.com/
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Fig 1. Highlighting several sources of Big Data deluge 

 

The rate of data creation is accelerating, driven by many of the items in Figure 1. Social media and genetic 

sequencing are among the fastest-growing sources of Big Data and examples of untraditional sources of data 

being used for analysis. 

Unique characteristics of data: 

o It can be copied perfectly at very low cost 

o It can easily be combined with other data to uncover valuable insights 

o  It can be used by more than one person at the same time 

By managing big data effectively, businesses are better able to capitalize on its value. Data is everywhere. In 

fact, the amount of digital data that exists is growing at a rapid rate—in fact, more than 2.7 zetta bytes 

of data exist in today’s digital universe, and that is projected to grow to  180 zetta bytes in 2025[3][4]. 

All this data—from your photos to the Fortune 500’s financials—has only recently begun to be 

analysed to tease out insights that can help organizations improve their business. That’s why more 

organizations are seeking professionals who can make sense of all the data. The following fig.2 shows 

network connectivity for data transmission. 

II. Big Data Big Money 

Big data spending is expected to reach $20 billion by 2016. The reason is simple; big data can dramatically 

improve productivity. 

 
Fig. 2. Network connectivity for data transmission 

https://www.waterfordtechnologies.com/big-data-interesting-facts/
https://www.waterfordtechnologies.com/big-data-interesting-facts/
https://www.forbes.com/sites/gilpress/2017/01/20/6-predictions-for-the-203-billion-big-data-analytics-market/#453b7fe52083
http://blog.allstream.com/big-data-spending-will-reach-20-billion-by-2016/
https://3ugvi1toatw2t5w1pnb8nd9l-wpengine.netdna-ssl.com/thedealroom/wp-content/uploads/sites/2/2013/01/140707914.jpg
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According to a detailed study conducted by the McKinsey Global Institute, the potential value of big data for 

the US health sector alone could amount to more than $300 billion annually [5]. 

In the banking industry, big data is being used to target consumers with “right time” offers. These offers are 

informed by the large volumes of data the bank already has on each consumer, such as their spending habits. 

Citigroup, for example, monitors credit-card transactions and uses this information to send text messages to 

customers offering them special deals. The Economist reports: “A customer buying clothes around lunchtime, 

for example, might be offered a discounted meal at a nearby restaurant.” 

III. Privacy and BIG DATA 

The successful adoption of big data into an organization is by no means simple and can be a steep learning 

curve. It also presents some obvious challenges around privacy. By capturing and combining big data sets, an 

organization is able to create an extremely detailed profile of an individual (e.g. sites visited, links clicked, 

searches made, location of cell phone calls). Regulations that balance productivity gains with privacy protection 

are yet to be developed. 

From a commercial or competitive perspective, organizations also face the challenge of sharing highly 

confidential big data; things like financial statements, patents, trade secrets and intellectual property. This 

sensitive data must be securely stored and made available to those who need it. 

New innovations, like virtual data rooms, are making this task easier. Virtual data rooms allow authorized 

individuals to review confidential data and documents in a secure online space. They are essential for data 

sharing in matters of due diligence, and are widely used for mergers and acquisitions, litigation, bankruptcies, 

and fundraising. 

Companies that implement a comprehensive data security system and have good privacy policies in place, 

which protect against the unauthorized disclosure of sensitive information, will be in the best position to adopt 

big data. 

IV. Reasons to Accept BIG DATA 

 

By adopting big data techniques into their business operations, organizations are able to: 

 

1. Stop wasting data consummation  

An organization’s ability to produce data greatly exceeds its ability to store and manage it. Think of all the data 

streaming from sensors embedded in devices, from items that contain RFID tags, or from employees with 

smartphones generating location-based data, videos, and e-mail. Rather than wasting this ‘data consummation,’ 

big data enables the best of this information to be collective with other data, often producing unexpected new 

value for the organization. 
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2. Save time and money 

Even when data is captured and saved, it is typically stored in disconnected silos. This increases the amount of 

time it takes employees to find information. By accepting big data procedures and technologies that can 

connect data sets together, employees can usually find what they are looking for instantaneously. 

3. Improve performance :  

Big data enables information from both inside and outside the organization to be combined, so that key 

performance indicators can be developed and acted upon. The Startup Gnome project [6], for example, collects 

information about startups by offering them a free data-driven benchmarking tool. Investors then use this data 

to calculate risk and investment feasibility. 

4. Improve Product Offerings 

Data from a variety of sources can be combined to improve existing products. For example, BusinessWeek 

recently reported how manufacturer John Deere is combining GPS data with sensor data from onboard tractors. 

These tractors can be operated remotely, and can monitor crop yields while they work. Crop harvest data is 

later used to determine precise amounts of fertilizer to deliver, according to the location in the field. 

5. Segment Groups within Larger Populations 

Big data techniques can combine and analyse data from a number of sources and segment specific sub-groups 

within larger populations. For example, Big Data analytics provider Medio Systems [7], offers a module 

appropriately named “Customers”, which “provides automated audience segmentation to help increase 

customer engagement and monetization capabilities.” 

6. Improve decision making 

Big data is a powerful means for making informed decisions. However, as big data technologies continually 

improve, there remains a shortage of skilled professionals who can take full advantage of these technologies. In 

an article titled “Improving Decision Making in the World of Big Data”, Forbes magazine reports that for every 

one manager with big data skills, there will be ten positions left vacant in 2013[8]. 

7. Renovate 

Big Data diminishes the need to rely on preconceived ideas or assumptions, by enabling innovators to analyse 

and experiment using real data, in real time 2018[10]. Ford Motors, for example, is emerging as a leading data-

driven company, using big data techniques to better understand how their customers are using their vehicles. 

“Our manufacturing sites are all very well instrumented. Our vehicles are very well instrumented. They’re 

closed loop control systems. There are many, many sensors in each vehicle until now, most of that information 

was just in the vehicle, but we think there’s an opportunity to grab that data and understand better how the car 

operates and how consumers use the vehicles. We can then feed that information back into our design process 

and help optimize the user’s experience in the future as well”, said John Grinder from Ford Research. 

 

V.  CONCLUSION 

A smart phone these days has additional computing power than all of independent agency once it place a 

person on the moon in 1969. There square measure 5 billion telephone users and 4000 tweets generated per 

second.  There square measure of over 900 million Facebook users either sharing knowledge, 

guessing alternative knowledge of People’s. This unstructured knowledge is not any longer controlled by 

organizations; it's in people’s hands. The problem is the way to mine, store and transfer, refine, synthesize, and 

build secure systems that use this knowledge. Big knowledge presents a gorgeous nevertheless 

alarming image of the longer term for world. The gorgeous side is that it provides United States of America a 

http://www.startupcompass.co/
http://www.medio.com/
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wider perspective and newer discoveries that successively can modification our life, work, and mental 

attitude. There is conjointly associate in nursing absence of a legal framework on problems related 

to knowledge manipulation at the side of the growing fields of information mental image, prophetical and link 

analyses, and assortment methods. The iniquitousness of huge knowledge needs the proper combination of 

individuals, tools and technology to leverage its unlimited potential. In these circumstances Asian country 

conjointly desires info Security Policy for enjoyment of massive knowledge., i.e. both left-justified and right-

justified. 
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Understanding Fractional Calculus : Theory, Applications, and 

Advances 
Syeda Farra Fatima Nahri 

Department of Mathematics, Milliya Arts Science and Management Science College, Beed, India 

 

ABSTRACT 

 

Fractional calculus, a branch of mathematical analysis extending the concepts of differentiation and 

integration to non-integer orders, has emerged as a powerful tool with diverse applications across 

various scientific and engineering disciplines. This paper aims to provide a comprehensive 

understanding of fractional calculus, encompassing its theoretical foundations, practical applications, 

and recent advances in the field. The introduction sets the stage by tracing the historical development of 

fractional calculus, highlighting its relevance in addressing complex problems and motivating its study. 

We delve into the fundamentals of fractional calculus, elucidating the intricacies of fractional derivatives 

and integrals, while emphasizing the significance of fractional order in the mathematical framework. 

Mathematical foundations, including the Riemann-Liouville and Caputo derivatives, are explored along 

with an examination of fractional integral transforms such as Laplace and Fourier transforms. The paper 

meticulously examines the wide array of applications of fractional calculus in science and engineering. 

From physics to biology, fractional calculus proves invaluable in modelling and solving real-world 

problems, offering a unique perspective that conventional calculus falls short of capturing. Moreover, we 

investigate numerical methods and computational techniques tailored for solving fractional differential 

equations, addressing the challenges associated with these complex problems. 

Keywords: Fractional calculus, Differentiation, Integration, Fourier transforms. 

 

I. INTRODUCTION 

 

Fractional calculus is an extension of traditional calculus that deals with derivatives and integrals of non-

integer orders. While conventional calculus primarily involves operations on functions with integer-order 

derivatives and integrals, fractional calculus broadens this scope to include fractional-order derivatives and 

integrals, allowing for a more nuanced understanding of dynamic systems and processes. The roots of fractional 

calculus can be traced back to the work of mathematicians such as Leibniz, Liouville, and Riemann. The 

concept of non-integer differentiation and integration began to take shape in the 17th and 18th centuries, but it 

wasn't until the 19th century that significant progress was made. The German mathematician Gottfried 

Wilhelm Leibniz, one of the co-founders of calculus, hinted at the possibility of fractional derivatives in his 

correspondence with L'Hôpital. However, it was the French mathematician Joseph Liouville in the mid-19th 

century who made substantial contributions to the field, defining what is now known as the Riemann-Liouville 

fractional integral. The German mathematician Bernhard Riemann introduced the Riemann-Liouville 

http://www.ijsrst.com/
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fractional integral in the context of his work on number theory. This formulation laid the groundwork for the 

development of fractional calculus as a distinct branch of mathematics.    Although fractional calculus had 

periods of relative obscurity, it experienced a resurgence in the latter half of the 20th century. This renewed 

interest was fuelled by its applications in diverse scientific and engineering disciplines, ranging from physics 

and biology to control theory and signal processing.  Today, fractional calculus stands as a mature and vibrant 

field, continuously evolving with advancements in theoretical foundations, computational techniques, and 

applications. This paper aims to provide a comprehensive overview of fractional calculus, exploring its 

theoretical underpinnings, practical applications, and recent advances. 

 

Fractional calculus provides a robust framework for modelling complex physical phenomena, such as 

anomalous diffusion, viscoelastic materials, and fractal structures. Its application allows for a more accurate 

representation of non-local and memory-dependent processes. In the study of wave propagation phenomena, 

fractional calculus offers enhanced modelling capabilities, enabling a more nuanced description of wave 

behaviour in heterogeneous media, as seen in seismology and acoustics. Fractional calculus plays a pivotal role 

in modelling biological systems, where anomalous diffusion and non-local interactions are prevalent. 

Applications include the study of drug diffusion in tissues, neural dynamics, and bio-transport phenomena. 

Fractional calculus aids in the enhancement of medical imaging techniques by providing improved algorithms 

for image reconstruction, noise reduction, and feature extraction, contributing to advancements in diagnostic 

imaging. Fractional-order controllers offer advantages over their integer-order counterparts in terms of 

increased flexibility and improved performance. They find applications in fields such as robotics, aerospace, 

and process control. Fractional calculus techniques enhance signal processing algorithms, facilitating the 

analysis and processing of non-stationary signals, as well as the extraction of hidden patterns in complex data 

sets. The modelling of mechanical systems involving viscoelastic materials and damping effects benefits 

significantly from fractional calculus, providing a more. Fractional calculus proves valuable in modelling 

stochastic processes in finance, offering a more realistic representation of asset price dynamics and improving 

the accuracy of financial derivatives pricing models. 

 

The application of fractional calculus in risk assessment and management provides a more comprehensive 

understanding of non-linear dynamics in financial markets, contributing to more robust risk mitigation 

strategies. Fractional calculus aids in modelling transport phenomena in porous media, groundwater flow, and 

pollutant dispersion, offering insights into environmental processes with long-range dependencies.  In climate 

science, fractional calculus contributes to the development of models that capture the intricate dynamics of 

climate systems, particularly in the representation of memory effects and feedback mechanisms. The 

interdisciplinary nature of fractional calculus underscores its importance as a versatile mathematical tool, 

facilitating a deeper understanding of complex phenomena across diverse scientific and engineering disciplines. 

As technology advances and research in fractional calculus progresses, its impact on these fields is expected to 

grow, opening new avenues for innovation and problem-solving. 
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Mathematical Foundations: 

 

Fractional calculus involves two main operators, the Riemann-Liouville fractional derivative and the Caputo 

fractional derivative. These operators form the mathematical foundations of fractional calculus, providing tools 

to describe non-integer order derivatives and integrals. 

Riemann-Liouville Fractional Derivative: 

The Riemann-Liouville fractional derivative is a historical and widely used formulation in fractional calculus. 

For a function f(t), the Riemann-Liouville fractional derivative (Dαf(t)) of order α with 0 < α <1 is defined as: 

Dαf(t)=Γ1/(1−α)d/dt∫(t−τ)−αf(τ)dτ 

Here, Γ(⋅) is the gamma function, and (t−τ)−α is the kernel that characterizes the fractional order. This definition 

reflects the historical roots of fractional calculus and provides a way to extend the concept of derivatives to 

non-integer orders. 

Properties of Fractional Derivatives: 

Both the Riemann-Liouville and Caputo derivatives exhibit unique properties: 

- Non-locality: Fractional derivatives involve integration over a range, capturing information from the entire 

history of the function. 

- Memory Effects: Fractional derivatives exhibit memory effects, meaning the rate of change depends on past 

values of the function. 

- Relationship to Integer-Order Derivatives: As the order α approaches 1, the fractional derivative converges to 

the traditional first derivative. 

Understanding these mathematical foundations is crucial for effectively applying fractional calculus in various 

scientific and engineering problems. The choice between Riemann-Liouville and Caputo derivatives depends 

on the specific characteristics of the problem and the desired mathematical properties of the solution. 

 

Numerical Methods and Computational Techniques: 

Solving fractional differential equations (FDEs) numerically is a challenging yet essential task, given the 

prevalence of fractional calculus in modelling real-world phenomena. Various numerical methods have been 

developed to address this challenge, providing efficient tools for approximating solutions to FDEs. The choice 

of method depends on the specific characteristics of the problem at hand. Here, we provide an overview of 

some commonly used numerical methods for solving fractional differential equations. The Grünwald-Letnikov 

discretization is a straightforward approach for approximating fractional derivatives.  

 

Caputo Difference Operator: 

The Caputo difference operator is commonly used when dealing with initial value problems involving 

fractional derivatives. This method is particularly suitable when initial conditions are involved, as it naturally 

incorporates the initial values into the numerical approximation. The Caputo difference operator, denoted by 

Δα is a fractional difference operator used in fractional calculus. Fractional calculus extends the concepts of 

differentiation and integration to non-integer orders. The Caputo difference operator is particularly useful for 

defining fractional derivatives in a way that is compatible with initial conditions. 

For a function f(t) defined on the interval [a, b] and for alpha > 0, the Caputo fractional derivative of order α is 

given by: 

Δαf(t)=1/Γ(n−α)∫(t−τ)n−α−1f(n)(τ)dτ 
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Here: 

- n is the smallest integer greater than α. 

-  Γ(⋅)  is the gamma function. 

- f(n) (τ) denotes the n-th derivative of f(t). 

The Caputo derivative is particularly useful in fractional differential equations with initial conditions, as it 

naturally incorporates the effects of the initial state of the system. Unlike the Riemann-Liouville fractional 

derivative, which requires knowledge of the entire history of the function, the Caputo derivative is defined 

using standard derivatives, making it more applicable in physical problems with initial conditions. 

Fractional calculus has found applications in various fields, including physics, engineering, and finance, where 

systems with memory effects or non-local behaviour are encountered. The Caputo difference operator is a key 

tool in analysing and modelling such systems. 

The Caputo fractional differential operator, denoted by α is a generalization of the ordinary derivative to non-

integer orders. Here are some properties and expressions associated with the Caputo fractional differential 

operator: 

 

Properties: 

1. Linearity: 

   - The Caputo fractional derivative is a linear operator: 

∂α[af(t)+bg(t)] =a∂αf(t)+b∂αg(t) 

2. Fractional Chain Rule: 

   - The fractional chain rule for the Caputo derivative is given by: 

∂α[g(f(t))] =∂αg(f(t))⋅∂αf(t) 

3. Initial Conditions: 

   - The Caputo fractional derivative naturally incorporates initial conditions.  

∂αf(t), if f(t)=0, for t<0, then  ∂αf(t)=0 

4. Semigroup Property: 

   - For α, β >0, the Caputo fractional derivative has the semigroup property: 

∂α+βf(t)=∂α(∂βf(t)) 

5. Integral Representation: 

   - The Caputo fractional derivative can be represented in an integral form: 

∂αf(t)=1/Γ(1−α) ∫(t−τ)−α∂f(τ)dτ 

6. Caputo-Mittag-Leffler Function: 

   - The solution to a linear fractional differential equation involving the Caputo derivative often includes the 

Caputo-Mittag-Leffler function. 

These properties make the Caputo fractional differential operator a powerful tool in the analysis and modelling 

of systems with non-local behaviour and memory effects. The Caputo derivative is particularly suitable for 

fractional differential equations with initial conditions. 

 

Finite Difference Methods: 

Finite difference methods involve discretizing the spatial and temporal derivatives in fractional differential 

equations using finite differences. For example, the Grünwald-Letnikov discretization can be applied to both 

spatial and temporal derivatives, leading to a numerical scheme suitable for partial fractional differential 
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equations. Finite Difference Methods (FDM) are numerical techniques used for solving differential equations, 

including ordinary differential equations (ODEs) and partial differential equations (PDEs). These methods 

discretize the spatial and/or temporal domains and replace derivatives with finite difference approximations. 

Finite Difference Methods are widely employed in various fields, such as physics, engineering, and finance. 

Here are some key aspects of Finite Difference Methods: 

 

1. Grid Discretization: 

   - The continuous domain is discretized into a grid. In one dimension, this involves dividing the domain into 

points, forming a grid. 

2. Discretization of Derivatives: 

   - Derivatives in the differential equations are approximated by finite differences. Common difference 

formulas include the forward difference, backward difference, and central difference. 

 Finite Difference Schemes: 

1. Explicit Method: 

   - In an explicit finite difference scheme, the future values of the solution are expressed explicitly in terms of 

the current values and known parameters. This method is straightforward but may have stability constraints. 

2. Implicit Method: 

   - In an implicit scheme, the future values are determined by an implicit equation involving both current and 

future values. Implicit methods are often unconditionally stable but require solving a system of equations at 

each time step. 

3. Crank-Nicolson Method: 

   - The Crank-Nicolson method is a semi-implicit scheme that combines aspects of explicit and implicit 

methods. It is widely used for solving parabolic PDEs. 

 Stability and Convergence: 

1. Stability Analysis: 

   - Stability is a crucial aspect of finite difference methods. Methods must be chosen such that the numerical 

solution remains bounded over time. 

2. Convergence Analysis: 

   - Convergence ensures that as the spatial and temporal discretization’s become finer, the numerical solution 

approaches the true solution of the differential equation. 

 Examples: 

1. Heat Equation: 

   - Finite Difference Methods are commonly used to solve the heat equation, describing the distribution of 

temperature over time. 

2. Wave Equation: 

   - The wave equation, representing the propagation of waves, can be solved using finite difference methods. 

 Numerical Stability and CFL Condition: 

1. Courant-Friedrichs-Lewy (CFL) Condition: 

   - The CFL condition is a stability criterion for time-stepping methods, including finite difference methods. It 

ensures that the time step size is small enough to prevent numerical instability. 
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Finite Difference for Option Pricing: 

1. Black-Scholes Equation: 

   - Finite Difference Methods are applied to solve the Black-Scholes partial differential equation for pricing 

financial options. 

Finite Difference Methods provide a versatile and widely applicable approach for solving differential equations 

numerically. The choice of method depends on the nature of the problem and considerations such as stability 

and computational efficiency. 

The Finite Difference Method involves discretizing derivatives using finite differences on a grid. The specific 

mathematical expressions depend on the type of finite difference scheme (e.g., explicit, implicit, Crank-

Nicolson) and the nature of the differential equation being solved (e.g., ordinary or partial differential 

equations). Here, I'll provide a general overview of the expressions for one-dimensional problems. 

 Explicit Finite Difference Method (Forward Difference): 

Consider the one-dimensional heat equation: 

∂u/∂t =α∂2u /∂x2 

Using the forward difference for time and central difference for space, the explicit finite difference scheme is 

given by: 

uin+1=uin+ αΔt/(Δx)2 [(u i+1 n−2uin+u i−1 n)] 

where: 

- uin is the numerical solution at spatial point i and time step n, 

- α is the diffusion coefficient, 

-  𝚫x is the spatial step size, 

- 𝚫t is the time step size. 

 Implicit Finite Difference Method (Backward Difference): 

The implicit scheme involves discretizing the time derivative implicitly. Using backward difference for time 

and central difference for space, the implicit finite difference scheme is given by: 

 

uin+1=uin+ αΔt/(Δx)2 [(u i+1 n+1−2uin+1+u i−1 n+1)] 

This implicit scheme requires solving a system of linear equations at each time step, which often involves 

iterative methods. 

 Crank-Nicolson Finite Difference Method: 

The Crank-Nicolson scheme is a combination of the explicit and implicit methods. It averages the explicit and 

implicit schemes. For the heat equation, it can be written as: 

uin+1=uin+ αΔt/2(Δx)2 [(u i+1 n+1−2uin+1+u i−1 n+1+ u i+1 n−2uin+u i−1 n] 

Example: 1D Heat Equation: 

For the 1D heat equation  

∂u/∂t =α∂2u /∂x2 

the finite difference method expressions are derived by discretizing the derivatives. The specific form depends 

on the chosen scheme and boundary conditions. 

These are simplified expressions, and the actual implementation might involve handling boundary conditions, 

stability analysis, and considerations specific to the problem being solved. 
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Fractional Adams Methods: 

Fractional Adams methods extend the classical Adams methods to solve fractional differential equations. These 

methods provide a systematic way of integrating fractional derivatives over time steps, making them suitable 

for solving both ordinary and partial fractional differential equations. Adams methods are a family of numerical 

techniques for solving ordinary differential equations (ODEs) by approximating the solution at discrete points 

in time. Fractional Adams methods extend this approach to fractional differential equations (FDEs), which 

involve derivatives of non-integer order. 

The Adams methods are based on the idea of constructing the solution incrementally by using previous values 

of the solution. The fractional Adams methods similarly aim to solve fractional differential equations by 

extending this concept to fractional orders. 

Here is a general outline of the Adams-Bashforth method, an Adams method commonly used for integer-order 

ODEs: 

 Adams-Bashforth Method for Integer-Order ODEs: 

Given an ODE du/dt = f(t,u) , the Adams-Bashforth method of order  k is given by: 

un+1=un+Δt[β0f(tn,un)+β1f(tn−1,un−1)+…+βkf(tn−k+1,un−k+1)] 

Here, 𝚫t is the time step, tn are the discrete time points, un are the approximations to the solution at time tn. 

 Fractional Adams Methods: 

Extending Adams methods to fractional orders involves adapting the discrete approximations to fractional 

derivatives. The general idea is to replace integer-order differences with fractional differences. The fractional 

Adams methods may take different forms depending on the specific fractional derivative used (e.g., Riemann-

Liouville, Caputo) and the order of the method. 

For example, a fractional Adams-Bashforth method might be expressed as: 

un+1=un+Δtα[β0Dαf(tn,un)+β1Dαf(tn−1,un−1) +…+βkDαf(tn−k+1,un−k+1)] 

Here, Dα represents the fractional derivative, and α is the order of the fractional derivative. 

It's important to note that the implementation details and stability considerations for fractional Adams methods 

can be more intricate than their integer-order counterparts. The specific choice of the fractional derivative and 

numerical methods for approximating fractional derivatives play a crucial role in the accuracy and stability of 

the method. Additionally, the development and analysis of fractional Adams methods are active areas of 

research in the field of fractional calculus. 

Fractional Fourier Series Methods: 

Fractional Fourier series methods approximate the solution of fractional differential equations using a truncated 

series representation. This approach is particularly useful for problems with periodic solutions. 

Fractional Finite Element Methods: 

Fractional finite element methods involve discretizing the spatial domain using finite elements and 

approximating the fractional derivatives within each element. This approach is advantageous for solving 

problems defined on irregular domains. Understanding the characteristics and limitations of these numerical 

methods is crucial for selecting the most appropriate approach based on the specific requirements of the 

fractional differential equation under consideration. Additionally, the development of efficient and accurate 

numerical techniques remains an active area of research in the field of fractional calculus.  The fractional 

Fourier series (FRS) is an extension of the classical Fourier series to functions with fractional periodicity. While 

traditional Fourier series deal with functions periodic over an integer number of cycles, fractional Fourier 

series considers functions with non-integer periods. The fractional Fourier series methods are particularly 
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useful in handling signals or functions with non-integer periodicities, making them applicable in various fields 

such as signal processing and wave analysis. 

The fractional Fourier series of a periodic function f(t) with a non-integer period T can be expressed as: 

f(t)=∑cnej2πnt/Tα 

where: 

- Cn are the Fourier coefficients, 

- Tα is the non-integer period, and 

- α is the fractional order. 

Fractional Fourier series methods can be used for various applications, such as signal representation, analysis, 

and synthesis, just like their integer-order counterparts. The extension to fractional order allows for more 

flexibility in handling signals with non-integer periodicities. 

Here are some key aspects related to fractional Fourier series methods: 

Fractional Fourier Coefficients: 

The Fourier coefficients Cn in the fractional Fourier series are computed using integrals over the fractional 

period Tα: 

Cn=1/Tα∫f(t)e−j2πn/Tαtdt 

Fractional Fourier Transform: 

The fractional Fourier series is closely related to the fractional Fourier transform (FRFT), which is a 

generalization of the classical Fourier transform. The FRFT allows the transformation of signals with fractional 

periodicities. 

Applications: 

1. Signal Processing: 

   - Fractional Fourier series methods find applications in analysing and processing signals with non-integer 

periodicities, which is common in some communication systems and wave phenomena. 

2. Wave Analysis: 

   - The methods are useful in analysing waves with non-integer periodicities, providing an efficient 

representation for signals that do not fit the traditional Fourier series framework. 

3. Fractional Periodic Functions: 

   - FRS can be applied to functions with periodicities that are powers of a fundamental period, allowing for a 

more flexible representation. 

It's important to note that fractional Fourier series methods are part of the broader field of fractional calculus, 

which deals with derivatives and integrals of non-integer order. The use of fractional derivatives and integrals 

allows for a more nuanced and versatile treatment of signals and functions with non-integer characteristics. 

 

Challenges and Advancements in Computational Techniques for Fractional Calculus: 

Computational techniques for fractional calculus play a pivotal role in applying fractional calculus to real-

world problems. While advancements have been made, several challenges persist, necessitating ongoing 

research efforts. Here, we discuss both challenges and recent advancements in computational techniques for 

fractional calculus. 

Challenges: 

The non-local nature of fractional derivatives, involving integrals over infinite intervals, poses challenges in 

discretization and computational efficiency. Memory effects in fractional calculus imply that the solution at 
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any point depends on the entire history of the function, increasing the complexity of numerical methods. 

Fractional derivatives often exhibit singular behaviour, leading to difficulties in numerical stability and 

convergence. Singularities can arise when approximating functions with sharp transitions or corners. The 

computational cost of numerical methods for fractional calculus can be high due to the intricate nature of 

fractional operators. Efficient algorithms and optimization strategies are needed to reduce computational 

expenses. Incorporating initial and boundary conditions in numerical methods for fractional differential 

equations can be challenging. Ensuring consistency with the underlying physical problem adds complexity to 

the solution process. Extending numerical techniques for fractional calculus to multi-dimensional problems, 

such as partial fractional differential equations, presents additional challenges. Discretizing and solving 

problems in multiple dimensions require sophisticated computational tools. 

 

Advancements: 

Advancements in fractional Fourier transform techniques provide efficient ways to handle non-locality and 

memory effects, particularly in signal processing and image analysis applications. Hybrid methods that combine 

traditional integer-order numerical techniques with fractional calculus provide a balance between accuracy and 

computational efficiency. These methods often exploit the strengths of both approaches to address specific 

challenges in solving fractional differential equations. Fractional finite element methods have evolved to 

handle irregular geometries and boundary conditions in a more robust manner, enabling the solution of 

complex problems involving fractional derivatives. The increasing availability of high-performance computing 

resources allows for the exploration of more sophisticated numerical methods and algorithms for fractional 

calculus. Parallel computing strategies can significantly reduce the computational time for solving large-scale 

fractional differential equations. Machine learning techniques, including neural networks and data-driven 

models, show promise in predicting and approximating solutions to fractional differential equations. These 

methods can complement traditional numerical approaches, especially in scenarios with complex and unknown 

dynamics. Enhanced discretization schemes, such as refined finite difference methods and adaptive mesh 

refinement, contribute to the accurate and efficient numerical solution of fractional calculus problems. 

Navigating the challenges in computational techniques for fractional calculus requires interdisciplinary 

collaboration between mathematicians, computer scientists, and domain experts. As advancements continue, 

the field is poised to address increasingly complex problems and further expand the applications of fractional 

calculus in various scientific and engineering domains. 

 

II. CONCLUSION 

 

In the realm of control systems, fractional calculus finds practical utility, with a dedicated section discussing its 

application in designing fractional-order controllers. Recent developments and advances are surveyed, 

presenting cutting-edge research papers and trends that shape the current landscape of fractional calculus. The 

paper concludes by identifying challenges and open problems, suggesting avenues for future research to further 

unravel the potential of fractional calculus. Through this comprehensive exploration, our paper aims to provide 

researchers, academics, and practitioners with a nuanced understanding of fractional calculus, showcasing its 

theoretical underpinnings, diverse applications, and recent progress. As a dynamic field with continually 

evolving facets, fractional calculus promises to play an increasingly pivotal role in advancing scientific and 

engineering research in the years to come. 
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ABSTRACT 

 

In this paper we propose to discuss application of L.T.  in various fields. Many researchers, Scientists and 

Mathematicians use L.T. to find solution for their problems. In this paper we will try to solve Mixture 

problems, Air resistance problems, Population growth problems, Vibrating Mechanical Systems. This helps 

for the study in the fields of Science and Engineering. 

Keywords : Laplace transforms, Differential equation, Mixture, Air resistance, Population growth, Vibrating 

Mechanical.

 

I. INTRODUCTION 

 

Laplace transform methods have a key role to play in the modern approach to the analysis and design of 

engineering system. The concepts of Laplace transforms are applied in the area of science and technology.  

Laplace transform is one of the most important tools used for solving linear ordinary differential equation. 

Laplace transform takes a time domain function f(t) and converts it into a Laplace domain functionF(p). In this 

paper we will try to solve Mixture problems [2], Air resistance problems [8][9], Population growth 

problems[2][8]. 

 

II. APPLICATION 

 

A. Air Resistance problem 

We studied an application of a first-order differential equation that involved solving for the velocity of an 

object. In particular, if a ball is thrown upward with an initial velocity of v0 m/s, allowing for the possibility of 

air resistance acting on the ball. 

Air resistance always acts in the direction opposite to motion. Therefore if an object is rising, air resistance acts 

in a downward direction. If the object is falling, air resistance acts in an upward direction. There is no exact 

relationship between the velocity of an object and the air resistance acting on it. For very small objects, air 

resistance is proportional to velocity; that is, the force due to air resistance is numerically equal to some 

constant k  times v .For larger (e.g., baseball-sized) objects, depending on the shape, air resistance can be 

approximately proportional to the square of the velocity. In fact, air resistance may be proportional to v1.5or 

v0.9or some other power of v. 

In this paper we would use  the linear approximation for air resistance. If we assume k > 0  , then the 

expression for the force FA due to air resistance is given by FA = −kv.Therefore the sum of the forces acting on 

http://www.ijsrst.com/
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the object is equal to the sum of the gravitational force and the force due to air resistance. This, in turn, is equal 

to the mass of the object multiplied by its acceleration at time t (Newton’s second law). This gives us the 

differential equation  

m
dv

dt
= −kv − mg                                                                        (1) 

 Finally, we impose an initial condition v(0)=v0,where  v0 is the initial velocity measured in meters per second. 

This makes g = 9.8 m/s2. 

   By using Laplace transform we find solution of (1). 

ℒ[mv′] = −kℒ[v] − ℒ[mg] 

m(pℒ[v] − v(0)) = −kℒ[v] −
mg

p
 

(mp + k)ℒ[v] = −
mg

p
+ mv0   

By using v(0)=v0 

ℒ[v] =  −
mg

p(mp + k)
+

mv0

(mp + k)
 

Taking inverse Laplace both side 

v(t) = −gℒ−1 [
1

p (p +
k

m
)

] + ℒ−1 [
v0

(p +
k

m
)

] 

= −
gm

k
ℒ−1 [

1

p
−

1

(p+
k

m
)
 ] + ℒ−1 [

v0

(p+
k

m
)
] 

v(t) = −
gm

k
[1 − e−

k

m
t
] + v0e−

k

m
t 

= −
gm

k
+ [v0 +

gm

k
] e−

k

m
t 

This is solution of velocity after time t allowing air resistance. 

Example. A racquetball is hit straight upward with an initial velocity of 2 m/s. The mass of racquetball is 

approximately 0.0427 kg. Air resistance acts on the ball with a force numerically equal to 0.5 v, where v 

represents the velocity of the ball at time t. Find the velocity of the ball as function of time. 

m = 0.0427kg, k = 0.5, g = 9.8 m/s2, v0 = 2 m/s 

 

v(t) = −
gm

k
+ [v0 +

gm

k
] e−

k

m
t 

v(t) = −
(9.8)(0.0427)

0.5
+ [2 +

(9.8)(0.0427)

0.5
] e−

0.5

0.0427
t = −0.8369 + 2.8369e−11.7096t  

 

B. Mixture Problem 

Let us suppose that a large mixing tank initially holds s0 gallons of a solution in which x0 pounds of a substance 

S is dissolved. Let another solution containing x1 lb/gal of S, flows into the tank at a given rate  r1gal/min. 

When the solution in the tank is well stirred it in pumped out at a given rate r2gal/min. 
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Let x(t) denote the amount of substance S (measured in pounds) in the tank at time t. Then the rate at which x 

change with time t is given by  

dx

dt
= (input rate of S) − (Out put rate of S) = R1 − R2                                               (2) 

Now the input rate R1 at which S enters the tank is the product of the inflow concentration  x1 lb/gal of S and 

the inflow rate r1gal/min of the fluid. Note that R1 is measured in lb/min thus we have  

R1 = (x1 lb/gal)(r1gal/min)  =  x1r1lb/min   (3) 

Let  s(t) denote the number of gallons of solution in the tank at timet. Then the concentration of S in the tank 

as well as in the out flow in (x
s⁄ ) lb/gal at any time t. Hence the out put rate R2 of S is given by  

R2 = ( (x
s⁄ )lb/gal)(r2gal/min)  =  (

xr2

s
)lb/min                                                                                           (4) 

From(2),(3) & (4) 

 
𝑑𝑥

𝑑𝑡
= 𝑥1𝑟1 − (

𝑥𝑟2

𝑠
)                                                                        (5) 

Which is a first order differential equation on solving (5) we obtain the amount of substance 𝑆 in the tank at 

any time 𝑡. 

By use L.T. we try to find solution under the condition  

i) if 𝑟1 = 𝑟2then clearly 𝑠(𝑡) = 𝑠0 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑣𝑎𝑙𝑢𝑒 

ii) 𝑥0 may be zero and 𝑥1, 𝑟1, 𝑟2 are non zero 

𝑑𝑥

𝑑𝑡
= 𝑥1𝑟1 − (

𝑥𝑟2

𝑠
) 

                                   Taking L.T. both side ℒ [
𝑑𝑥

𝑑𝑡
] = ℒ[𝑥1𝑟1] − ℒ[

𝑥𝑟2

𝑠
] 

Using L.T. derivative property 

𝑝ℒ[𝑥] − 𝑥(0) =
𝑥1𝑟1

𝑝
−

𝑟2

𝑠
ℒ[𝑥] 

Use 𝑥1𝑟1 = 𝑘 𝑎𝑛𝑑 
𝑟2

𝑠
= 𝑚                                                                         (6) 
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𝑝ℒ[𝑥] − 𝑥(0) =
𝑘

𝑝
− 𝑚ℒ[𝑥] 

[𝑝 + 𝑚]ℒ[𝑥] =
𝑘

𝑝
+ 𝑥(0) 

ℒ[𝑥] =
𝑘

𝑝(𝑝 + 𝑚)
+

𝑥(0)

(𝑝 + 𝑚)
 

Taking I.L.T. both side  

𝑥 = 𝑘ℒ−1 [
1

𝑝(𝑝 + 𝑚)
] + 𝑥(0)ℒ−1 [

1

(𝑝 + 𝑚)
] 

𝑥 =
𝑘

𝑚
[1 − 𝑒−𝑚𝑡] + 𝑥(0)𝑒−𝑚𝑡 

By (6) 

𝑥 =
𝑥1𝑟1𝑠

𝑟2
[1 − 𝑒−

𝑟2
𝑠

𝑡] + 𝑥(0)𝑒−
𝑟2
𝑠

𝑡 

This solution give amount of substance 𝑆 in the tank at any time 𝑡. 

Example. Initially 50 pounds of salt is dissolved in a large tank having 300 gallons of water. A brine solution in 

pumper into the tank at a rate of 3 𝑔𝑎𝑙/𝑚𝑖𝑛 and well stirred solution is then pumped out at the same rate. If 

the concentration of the solution entering is 2𝑙𝑏/𝑔𝑎𝑙 find the amount of salt in the tank at any time. How 

much salt is present after 50 min? 

𝑥 =
𝑥1𝑟1𝑠

𝑟2
[1 − 𝑒−

𝑟2
𝑠

𝑡
] + 𝑥(0)𝑒−

𝑟2
𝑠

𝑡 

This solution give amount of substance 𝑆 in the tank at any time 𝑡. 

𝑡 = 0, 𝑥(0) = 50 𝑝𝑜𝑢𝑛𝑑𝑠, 𝑟1 = 𝑟2 =3 𝑔𝑎𝑙/𝑚𝑖𝑛, 

𝑠 = 300 𝑔𝑎𝑙𝑙𝑜𝑛𝑠, 𝑥1 = 2 𝑙𝑏/𝑔𝑎𝑙 

∴ 𝑥 =
2 × 3 × 300

3
[1 − 𝑒−

3

300
𝑡] + 50𝑒−

3

300
𝑡 

𝑥 = 600 − 550𝑒−
1

100
𝑡  

Is amount of salt in the tank at any time 𝑡 

Now find 𝑡 = 50 𝑚𝑖𝑛, 𝑥 =? 

𝑥 = 600 − 550𝑒−
50

100 = 600 − 550𝑒−0.5 = 266.41𝑙𝑏 

C. Population growth problem 

The growth of population (growth of species, an organ, or plant) it can be written as first order linear ordinary 

differential equation. 

𝑑𝑁

𝑑𝑡
=∝ 𝑁                                                                                                  (7) 

With the initial condition as 𝑁(𝑡0) = 𝑁0 

Where ∝ is positive real number, 𝑁 is amount of population at time 𝑡 and 𝑁0 is the initial population at time 𝑡0. 

Equation (7) is also known as Malthusian law of population growth. 

Taking Laplace transform both side of (7) 

ℒ [
𝑑𝑁

𝑑𝑡
] =∝ ℒ[𝑁] 

𝑝ℒ[𝑁] − 𝑁0 =  ℒ[𝑁] 

(𝑝−∝)ℒ[𝑁] = 𝑁0 

ℒ[𝑁] =
𝑁0

(𝑝−∝)
 

𝑁 = 𝑁0𝑒∝𝑡 
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Is required amount of population of time 𝑡.  

Example. If the population of a country doubles in 50 years in how many years will it treble under the 

assumption that the rate of increases is proportional to the number of  inhabitants. 

𝑁 = 𝑁0𝑒∝𝑡 

𝑡 = 50, 𝑁 = 2𝑁0 

∴ 2𝑁0 = 𝑁0𝑒50∝ 

                                                                                    ∝=
𝑙𝑜𝑔2

50
                                                                                   (8) 

Let the population treble in t1  year 

∴ 3N0 = N0e∝t1 

⇒ t1 =
log3

∝
 

Using (8) 

t1 = [
log3

log2
] × 50 = 79.25 years 

 

D. Vibrating Mechanical Systems [2] 

If we discuss the suspension system of the car the mass is an important, damper and springs may be used to join 

the body of the car. Mechanical systems may be used to model many situations and involve there basic 

elements masses (mass m measured in kg), dampers (damping coefficient a measured inNsm−1.The associated 

variables are force F(t) (measured in N) displacement x(t) (measured in m ).Newton’s Hooke’s law 

m
d2x

dt2
+ a

dx

dt
+ kx = F(t) 

 

III. CONCLUSION 

 

Through this paper we showed the application of L.T. in various fields. We try to solve linear differential 

equation in air resistance, mixture problems, population growth problem. See in other fields we use L.T. to find 

easy solution .L.T. is very effective tool to solve very complex problems engineering and science fields. Now a 

days there is tremendous use of L.T. to find the solution of different problems 
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Module Theories on  Finite Goldie Dimension 
Dr. Dale T. B. 
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ABSTRACT 

 

In the given seminal paper we  are explain modules, Definition , finite Goldie dimension theory(FGD), 

properties  of  Goldie, some im complementportant theorem with proofs. 

Keywords : Modules, finite Goldie dimension theory. 

 

I. INTRODUCTION 

 

It is well known that the dimension of a vector space is defined as the number of elements in the basis.one can define 

a basis of a vector space as a maximal set of linearly independent vector s or a minimal set of vectors,which span the 

space.The former,when generalized to modules over rings, becomes the concept of goldie dimension.the concept of 

goldie dimension in modules theories was studies by many authors camillo,goldie,reddy and satyanarayan.let R be a 

fixed ring.throughout this paper we are concerned with left R modules M. like in goldie.Anon zero submodule K of 

M is called essential in M.if K ∩ A = (0)for any other submodule  A of M,implies A= (0).M has finite goldie 

dimension dimension.if M does not contain a direct sum of infinite number of non zero submodules.Equivalent ,M 

has a finite goldie dimension if for any strictly increasing sequence H0  subset ofH1 subet of H2 of submodules of 

M,there is an integer I such that HKis essential sub module  in Hk+1 for every k≥ i.the number n is called the goldie 

dimension of M and is denoted by dim M.it canbe esalily proved that if M has FGD then every submodule  K of M 

has also  FGDand dim K ≤ dim M.furthermore if K ,A are submodule of M,and K is maximal submodule of  M such 

that K ∩  A=(0),then we say that K is complement of A .it is easy to prove that if K is submodule of M then  K is a 

complement in M there exits a submodules A in M such that A ∩   K =(0) and K’∩ A ≠ 0 for any submodule k1 of M  

such that k1 properly contains K.in this case we have K+A is essential in M.its proved that if M has FGD then a 

submodule K is complement 
M

K
 has FGD and  dim (   ) =dim M-dim k 

II.  Modules 

Some Definition Modules: 

1) an R module P is projective if given an exact sequence β: M → W → 0 (β is onto)and an R homomorphism 

g:p→W there exits an R homomorphism f: P → M such that β of =  g. 

2) an R module E is injective if for every mono morphism α:L→M and every φ: L → E there exits π: M → E 

such that π0α = ∅. 
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Finite Goldie Dimension in module theory 

In this section, we collect the fundamental definitions in Module Theory,  and some existing results on 

Modules with Finite Goldie Dimension. 

Definition: Let R be an associative ring.  An Abelian group  (M, +)  is said to be a module over   R   if there 

exists a mapping   (called scalar multiplication)   f : R → M : M (the image of (r, m) is denoted by rm satisfying 

the following three conditions: 

(i) r(a +  b)  =  ra +  rb 

ii)(r +  s)a =  ra +  sa;  and 

iii)r(sa)  =  (rs)a for all a, b ϵ M and r, s ϵ R. 

Moreover, if R is ring with identity 1 and 1m = m for all   m  M, then  M  is called a unital R–Module.  Every 

vector space is a module. Every Abelian group is a module over the ring of integers . Every ring R is a module 

over itself. So the study of module theory includes the study of vector space theory, Abelian group theory and 

ring theory. Consequently module theory became an important part of Algebra. 

Definition: An R-module M is said to have Finite Goldie Dimension (written as FGD) if M does not contain a 

direct sum of infinite number of non-zero sub modules. 

Lemma: Let M be a non-zero module with FGD. Then every non-zero sub module o{Existence)  There exist  uniform  

sub modules  Ut, U2 • • .p UnWhose sum is direct and essential in M. 

ii) Uniqueness: If there exist uniform sub modules Ve. +2, Vk whose sum is direct and essential in M, then k = n.  

Definition: a) Let M be a module with FGD. Then by Theorem there exist uniform  sub modules Ui, 1 i S n whose 

sum is direct and essential in M. The number ‘n’ is independent of the choice of the uniform sub modules. This 

number n is called the Goldie dimension of M, and it is denoted by dim M. 

Definition: b) Let M be an R-Module. A non-empty subset N of  M  is called an R-sub module (or a sub module) 

of M if  

Properties: (Goldie) 

i) If M has finite Goldie dimension and K is a complement sub module, then dim (M/K) = dim M – dim K. 

ii)  M be an R-module with Finite Goldie Dimension and let K be a sub module of  M  such that 

         dim M = dim K + dim(M/K). Then K is a complement sub module of M. 

iii)  M  be an R-module with Finite Goldie Dimension and  K  be a sub module of M. Then the following two 

conditions are equivalent: 

(i).  K is a complement sub module of M; and  

(ii). dim M = dim K + dim(M/K). 

Theorem:  I f  M has FGD and K1 and K2are two sub modules of M such that 

K =  𝐾1 ∩ 𝐾2 𝑖𝑠 𝑎 𝑐𝑜𝑚𝑝𝑙𝑒𝑚𝑒𝑛𝑡. 𝑇ℎ𝑒𝑛 𝑑𝑖𝑚𝐾1 + 𝑑𝑖𝑚𝐾2 = 𝑑𝑖𝑚(𝐾1 + 𝐾2 ) + 𝑑𝑖𝑚(𝐾1 ∩ 𝐾2)  

Proof: Let A be a complement of K in K , and B be a complement of K in K2 

we get that A ⊕K≤K1  and B  ⊕K≤ 𝐾2  

             ⇒ ( A + K)/K≤ 𝑒K1/K    and  (B + K)/K  ≤ 𝐾2/𝐾 
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Now 
𝐾1

𝐾
 ∩

𝐾2

𝐾
=

𝐾1∩𝐾2

𝐾
= 0 

    We have that (A+B+K)/K= (A+K)/K ⊕
𝐵+𝐾

𝐾
≤

𝐾1

𝐾
⊕ (

𝑘2

𝑘
) =   

𝑘1+𝑘2

𝑘
 

           = (A+B+K)/K≤ (𝐾1 + 𝐾2)/𝐾 

           Therefore (A+B+K)≤ (𝐾1 + 𝑘2) 

         = dim(A+B+K) =dim(k1+k2) 

 

Now we show that A+ 𝐵 + 𝐾 𝑖𝑠 𝑑𝑖𝑟𝑒𝑐𝑡. 𝑙𝑒𝑡 𝑎 + 𝑏 + 𝑘 = 0 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒   𝑎𝜖𝐴 , 𝑏 ∈ 𝐵, 𝑘 ∈ 𝐾. 𝑖𝑡 𝑓𝑜𝑙𝑙𝑜𝑤𝑠  

That 𝑏 =  −𝑎 − 𝑘 ∈ 𝐾1 ∩ 𝐾2 = 𝐾. 𝑡ℎ𝑒𝑛 𝑏𝜖𝐵 ∩ 𝐾 = 0, ℎ𝑒𝑛𝑐𝑒 𝑏 = 0. 𝑛𝑜𝑤 𝑎 𝜖 𝐴 ∩ 𝐾 = 0ℎ𝑒𝑛𝑐𝑒  

𝑎 = 0 𝑎𝑛𝑑 𝑡ℎ𝑒𝑛  𝑘 = 0 𝑡ℎ𝑢𝑠 𝑡ℎ𝑒 𝑠𝑢𝑚 𝐴 + 𝐵 + 𝐾 𝑖𝑠 𝑑𝑖𝑟𝑒𝑐𝑡. 𝑠𝑖𝑛𝑐𝑒 𝐴 ⊕ 𝐵 ⊕ 𝐾 ≤≤ (𝐾1 + 𝐾2) 

 We have that, 

Thus sum is direct. 

dim(K1  + K2) = dim(A ⊕ B ⊕k)  

                                     =  𝑑𝑖𝑚 𝐴 +  𝑑𝑖𝑚 𝐵 +  𝑑𝑖𝑚 𝐾 

                                                               =  (𝑑𝑖𝑚 𝐾1 −  𝑑𝑖𝑚 𝐾)  +  (𝑑𝑖𝑚 𝐾2 −  𝑑𝑖𝑚 𝐾) 

                                          =  𝑑𝑖𝑚 𝐾1 +  𝑑𝑖𝑚 𝐾2 −  𝑑𝑖𝑚 𝐾 

                                          =  𝑑𝑖𝑚 + 𝑘1 + 𝑑𝑖𝑚 𝑘2 −  𝑑𝑖𝑚 (𝑘1 ∩ 𝑘2) 

  

𝑇ℎ𝑖𝑠 𝑝𝑟𝑜𝑜𝑓 𝑖𝑠 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑑. 

𝑐𝑜𝑟𝑜𝑙𝑙𝑎𝑟𝑦 ∶ 𝑆𝑢𝑝𝑝𝑜𝑠𝑒 

𝑆𝑢𝑝𝑝𝑜𝑠𝑒 𝑉 𝑖𝑠 𝑎 𝑓𝑖𝑛𝑖𝑡𝑒 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 𝑣𝑒𝑐𝑡𝑜𝑟 𝑠𝑝𝑎𝑐𝑒. then every subspaces W of  V is a complement  

𝑠𝑢𝑏𝑚𝑜𝑑𝑢𝑙𝑒 𝑜𝑓 𝑉 𝑤ℎ𝑒𝑛 𝑤𝑒 𝑐𝑜𝑛𝑠𝑖𝑑𝑒𝑟 𝑉 𝑎𝑠 𝑎𝑚𝑜𝑑𝑢𝑙𝑒 𝑜𝑣𝑒𝑟 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑓𝑖𝑒𝑙𝑑.we can conclude that for any two 

subspaces 𝐾1 𝑎𝑛𝑑 𝐾2 𝑜𝑓 𝑉 , 𝑤𝑒  have that 𝑑𝑖𝑚𝐾1 + 𝑑𝑖𝑚𝐾2 = 𝑑𝑖𝑚(𝐾1 + 𝐾2 ) + 𝑑𝑖𝑚(𝐾1 ∩ 𝐾2)  

Some Result : (i) If A1 and A2 are sub modules of M with A1  A2 = (0), then  

dim(A1 + A2) = dim A1 + dim A2. 

i)If A1, A2,  …,  An  are  sub modules  of  M  whose  sum  is  direct,   

ii)Then dim(A1⊕  A2 ⊕ … An) = dim A1 + dim A2 + … + dim An. 

iii)If M has FGD with dim M = n and H is a sub module of M, then H is  essential in M if and only if dim H = 

dim M if and only if H contains a direct sum of n uniform ideals. 

Conclusion: we have conclude that that for any two subspaces 𝐾1 𝑎𝑛𝑑 𝐾2 𝑜𝑓 𝑉 , 𝑤𝑒  have that 𝑑𝑖𝑚𝐾1 +

𝑑𝑖𝑚𝐾2 = 𝑑𝑖𝑚(𝐾1 + 𝐾2 ) + 𝑑𝑖𝑚(𝐾1 ∩ 𝐾2)  
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ABSTRACT 

In this paper we prove some fixed-point theorems in complete rectangular S−metric spaces for mappings 

satisfying generalized contractive conditions. Also, we have established a fixed-point theorem for mapping 

satisfying weak contractive conditions in such spaces.  

Keywords : rectangular S−metric spaces, weak contraction, generalized contraction. 
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ABSTRACT 

We investigate the development of n-dimensional Friedmann Robertson Walker (FRW) cosmological model 

in the conceptual structure of f (R; T) theory of gravitation. The particular form of f(R; T) = R + eT is taken for 

this particular dust model to obtain Universe with hybrid expansion. There is initial singularity which 

establishes the hypothesis of Big Bang singularity. We also observe the transitional phase of our Universe 

from decelerated epoch to accelerated epoch in this derived model. By investigating state finder diagnostic, 

we also found the interesting result that our model overlaps with CDM model. These cosmological solutions 

have been investigated geometrically and kinematic behaviors are also investigated.  

Keywords : Higher Dimension; Modified Gravity; State Finder Diagnostic; Initial Singularity; Dark Energy. 
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ABSTRACT 

 

In this paper, double Sumudu transform is combined with Adomian decomposition method to solve the 

nonlinear Klein Gordon equations. The nonlinear terms in the Klein Gordon equations are treated by 

Adomian polynomials which gives faster solution to given equations. The effectiveness and stability of the 

method is illustrated by solving some nonlinear Klein Gordon equation.  
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CONCLUSION 

 

This paper successfully solves the nonlinear Klein-Gordon equations using the combined double Sumudu 

transform and Adomian decomposition method.The illustrative examples shows that the effectiveness and 

power fullness of the combined method.The purpose of combination of Adomian decomposition method with 

double Sumudu transform is attained by reducing the computational work in solving nonlinear Klein -Gordon 

equations. 
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