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Computer Engineering Department of Dr D Y Patil School of Engineering, Lohegaon, Pune 

had organized the First International Conference on Computer Engineering “DYPICCE 2020” 

on 17th-18th December 2020. This Conference was organized in association with International 

Journal of Scientific Research in Science and Technology (IJSRST) and was sponsored 

by Techno Science Academy-The International Open Access Publisher. 

  

For this conference, International Entries for Paper Submission were received from South 

Africa, Egypt and Kenya.  At National Level, entries were received from Madhya Pradesh, 

Rajasthan and Maharashtra. 

The Two Days E-Conference was organized in to 16 Sessions to be conducted on Zoom 

Platform. Each Session was organized by a Session Coordinator (Internal Faculty of Computer 

Department) and judged by a Session Chair.  The conference had received 16 Session Chairs 

who are either Experienced IT Professionals or Senior Academicians working at International 

Places like U.S, Ireland and at National Level, at Madhya Pradesh, Karnataka, Maharashtra 

and Gujrat. 

On Day-I (17th December), Conference Inauguration and Presentation by Winners of Best 

Paper Award was conducted from 10.00 AM-12.00 PM under Dr. Sheshang D. Degadwala- 

Executive Editor (IJSRST) as Session Chair.  On Day-II, 15 Sessions were conducted in 

parallel from 2.00 PM to 4.00 PM. 

The conference was executed successfully under the support and guidance of Dr Pankaj 

Agarkar-HOD Computer Engineering.  Dr Ashok Kasnale- Principal DYPSOE gave huge 

support and encouragement to the Conference.  Dr Farook Sayyad- Dean Academics-DYPSOE 

motivated and encouraged the conference. The conference was successfully coordinated by 

Convener Prof Monika Dangore and Co-Convener Prof Pooja Shinde along with Dr Bhavesh 

Kataria - Executive Editor (IJSRST). 
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ABSTRACT 

 

The advent of cloud computing technology offers gorgeous and innovative computing services through resource 

pooling and virtualization techniques. Cloud providers deliver various types of computing services through the 

deployment delivery models to customers according to a pay-per-use economic model. However, this 

technology shift introduces a new concern for enterprises and businesses regarding their data security issues. 

The paper intends to provide holistic empirically study of cloud computing ecosystem security issues focusing 

on the current state-of-the-art of cloud computing delivery, deployment models, cloud virtulization technology 

and network component. The study deployed systematic empirical study approach that was used to review the 

most profound literature on cloud computing ecosystem in-line with security issues prompted by the fact that 

service provider necessarily has access to all the data on the cloud and can accidentally or deliberately disclose 

it or use it for unauthorized purposes. These findings can be used to understand the potential security issues on 

cloud computing ecosystem hence the study proposed a model with security components to be embedded in 

cloud based system. It includes authentication and authorization mechanism as a check for the identity of both 

cloud subscribers and providers. 

Keywords : Cloud Computing Ecosystem , Virtualization, Network Isuue, Service  Model, Deployment Model 

 

I. INTRODUCTION 

 

Cloud computing technology is a new paradigm that 

offers the next generation with internet-based, highly 

scalable distributed computing systems in which 

computational resources are offered 'as a service'. The 

most widely used definition of the cloud computing 

technology was introduced by [1] under NIST as “a 

technology for enabling ubiquitous, convenient, on-

demand network access to a shared pool of 

configurable computing resources (e.g., networks, 

servers, storage, applications, and services) that can 

be rapidly provisioned and released with minimal 

management effort or service provider interaction.”. 

The two main key characteristics of cloud computing 

models are Multi-tenancy and elasticity. Multi-

Tenancy enables sharing the same service instance 

among different tenants while elasticity is the ability 

to right-size resources as they are needed. It allows 

optimization of system and captures all transactions.  

Fiqure 1, depicts cloud computing ecosystem as 

discussed in the sub-sections below. 

http://www.ijsrst.com/
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Figure 1 : Conceptual view of cloud computing 

 

Some of the services delivered in cloud computing 

includes: applications, support services, mail-filtering 

services, storage services etc as indicated in fiqure 1. 

The cloud model has motivated industry and 

academia to adopt cloud computing to host a wide 

spectrum of applications ranging from high 

computationally intensive applications down to light 

weight services [2]. But as more and more 

information on individuals and companies are placed 

in the cloud, concerns are beginning to grow about 

just how safe an environment it is. Despite of all the 

hype surrounding the cloud, customers are still 

reluctant to deploy their business in the cloud. 

Security issues in cloud computing has played a major 

hindrance as indicated by [3] in slowing down its 

adoption, infact ranked first as the greatest challenge 

issue of cloud computing as depicted in figure 2. 

 

 
Figure 2 : IDC survey ranking security issues, 2008 

 

From one point of view, security could improve 

due to centralization of data and increased security-

focused resources. According to [4], assessing the 

quality of cloud providers’ approach to security is 

difficult because many cloud providers will not 

expose their infrastructure to customers. The current 

acceptance of cloud computing is linked with various 

challenges because users are still skeptical about its 

authenticity. The cloud act as a big black box, 

nothing inside the cloud is visible to the clients and 

clients have no idea or control over what happens 

inside a cloud even if the cloud provider is honest, its 

only malicious system admins who can tamper with 

virtual machines and violate confidentiality and 

integrity.[5]. In this paper, we conducted holistic 

empirical study on cloud computing ecosystem 

security issues that has emanated in the cloud 

environment, laying emphasis on service delivery 

model, deployment model and the network section. 

 

II. Research Objectives  

  

The objective of the study was to carry out an holistic 

empirical review of the security issues in cloud 

computing ecosystem specifically on delivery model, 

service model, other technologies like virtulization 

and network and propose a security model that can 

be used to eliminate ilicit access to the cloud. 

   

CURRENT STATE-OF-THE-ART OF CLOUD 

COMPUTING ECOSYSTEM 

The sub-section presents the review of cloud 

computing issues in regards to cloud computing 

deployment model, delivery service, network issues 

and vitualization technology. 

 

2.1. Deployment Models and its security issues: 

Based on the requirements and the services provided 

by the companies to the subscribers, cloud computing 

can be deployed in an organization through several 

deployment models. The sub-section below details 

the most common types of cloud deployments with 

their security limitations. 
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2.1.1. Private cloud. 

Private cloud model is generally deployed within an 

organization and is limited only for the internal 

access by individuals of that organization. Sub-section 

below details some specific security issues towards 

this private cloud model. 

 

Elastic Perimeter- A cloud infrastructure, particularly 

comprising of private cloud, creates an elastic 

perimeter. Various departments and users throughout 

the organization allow sharing of different resources 

to increase facility of access but unfortunately lead to 

data breach problem. Moreover,[6] states that 

elasticity of various cloud based resources would lead 

to store replicated data on untrusted hosts and this 

would then lead to enormous risks to data privacy. 

 

Security Control:- The organizations those who are 

using private cloud infrastructure should need to 

ensure that effective control of the new environment. 

[7] stated that the private cloud management 

architecture should enable management to view 

security aspects of the environment and show the 

current threat levels to the organization. The control 

oversight is to be provided through a web based 

dashboard that translates the security issues into 

understandable languages. 

  

2.1.2. Public cloud 

Public cloud model is employed by the organization 

for gaining access to various resources, web 

applications, and services over any of internet, 

intranet as well as extranet. Public clouds providers 

are large targets for hackers. Sub-section below 

represents security issues related to public cloud 

model. 

 

Cloning and Resource Pooling:- Cloning deals with 

replicating or duplicating of the data. According to 

[8], cloning leads to data leakage problems revealing 

the machine’s authenticity. While [9] describes 

resource pooling as a service provided to the users by 

the provider to use various resources and share the 

same according to their application demand. 

Resource Pooling relates to the unauthorized access 

due to sharing through the same network. While the 

study on Virtual and Cloud Computing by various 

researches states that a virtual machine can easily be 

provisioned, they can also be inversed to previous 

cases, paused, easily restarted, readily cloned and 

migrated between two physical servers, leading to 

non-auditable security threats Motility.  

 

Motility of Data and Data residuals:- For the best use 

of resources, data often is moved to cloud 

infrastructure. As a result the enterprise would be 

devoid of the location where data is put on the cloud. 

This is true with public cloud. With this data 

movement, the residuals of data is left behind which 

may be accessed by unauthorized users. According to 

[10] data-remnant causes very less security threats in 

private cloud but severe security issues may evolve in 

public cloud donations. This again may lead to data 

security threats like data leakage, data remnants and 

inconsistent data, as stated by [11]. The authors have 

also mentioned that in order to solve the problems 

with data storage the optimal solution of 

cryptography can be thought of effectively.  

 

Shared Multi-tenant Environment:- Multi-tenancy is 

one of the very vital attribute of cloud computing, 

which allows multiple users to run their distinct 

applications concurrently on the same physical 

infrastructure hiding user data from each other [12]. 

But the shared multi-tenant character of public cloud 

adds security risks such as illegal access of data by 

other renter using the same hardware. A multi-tenant 

environment might also depict some resource 

contention issues when any tenant consumes some 

unequal amount of resources. This might be either 
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due to genuine periodic requirements or any hack 

attack [13], has shown that multi-tenancy makes the 

impact of VM Hopping attack potentially larger than 

conventional IT environment.  

 

 2.1.3. Hybrid clouds. 

Hybrid cloud is the combination of two or more 

clouds (public and/or private). It is an environment 

providing multiple service suppliers, both internal 

and external. A hybrid cloud can be considered an 

intermediate stage as it capitalizes on the benefits of 

both public and private cloud. But hybrid cloud isn’t 

perfect; it still includes a few security obstacles [14] . 

The sub-section below discusses some of the security 

limitations to hybrid cloud. 

  

Lack of Encryption:- Data encryption is a process that 

helps to address various external and malicious 

threats. Unencrypted data is vulnerable for 

susceptible data, as it does not provide any security 

mechanism. These unencrypted data can easily be 

accessed by unauthorized users. According to [15], 

unencrypted data risks the user data leading cloud 

server to escape various data information to 

unauthorized users. These unencrypted, insecure data, 

as per [16], incite the malicious users to misuse the 

data one or the other way. 

 

Absence of data redundancy:- Problems are 

inevitable for any cloud providers even though they 

took best efforts. Hybrid cloud is a complex system. 

That management has limited experience in 

managing and that creates great risk. Cloud architects 

need redundancy across data centers to moderate the 

impact of an outage in a single data center. A lack of 

redundancy can become a serious security risk in 

hybrid cloud, specifically if redundant copies of data 

are not distributed across data centers. It's easier to 

move virtual machine (VM) instances between data 

centers than between large data sets. 

Compliance:-In a hybrid cloud maintaining and 

demonstrating compliance is more difficult. Not only 

you have to ensure that your public cloud provider 

and private cloud are in compliance, but also must 

demonstrate that the means of coordination between 

the two clouds is compliant. For example if your 

company works with payment card data, you may be 

able to demonstrate that both your internal systems 

and your cloud provider are compliant with the 

Payment Card Industry Data Security Standard (PCI 

DSS). 

 

Risk management:- Information security is very 

difficult to manage risk from a business perspective. 

Cloud computing (hybrid cloud in particular) uses 

new application programming interfaces (APIs), 

requires complex network configurations, and pushes 

the limits of traditional system administrators' 

knowledge and abilities.These factors introduce new 

types of threats. 

  

2.2. Delivery Service models and its security issues. 

According to [17], in “The NIST Definition of Cloud 

Computing,” Special Publication 800–145, NIST, 

broadly divides cloud delivery services into three 

service models as described in the sub-section below: 

 

 2.2.1. Software as a Service (SaaS): 

A service is classified as a software if it allows the end 

user to access and use a provider software application 

that is hosted, deployed, and managed by the 

provider from various devices through a thin client 

interface such as web browser. The users normally 

have limited control over the application, and are 

restricted in how they can use and interact with the 

application. The burden of the security lies with the  

cloud provider. In part, this is because of the degree 

of integrated  
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functionality with minimal user control or 

extensibility. Sub-section below discusses the various 

security issues with SaaS. 

 

Application security- SaaS applications are typically 

delivered via the Internet through a Web browser. 

However, flaws in web applications may create 

vulnerabilities for the SaaS aplications. Attackers 

have been using the web to compromise user’s 

computers and perform malicious activities such as 

steal sensitive data [18]. Security challenges in SaaS 

applications are not different from any web 

application technology, but traditional security 

solutions do not effectively protect it from attacks, so 

new approaches are necessary [19].  

 

Multi-tenancy- According to [20], SaaS applications 

can be grouped into maturity models that are 

determined by the characteristics such as: scalability, 

configurability via metadata, and multi-tenancy. In 

the first maturity model, each customer has his own 

customized instance of the software. This model has 

drawbacks since data from multiple tenants is likely 

to be stored in the same database, the risk of data 

leakage between these tenants is high.  

 

Data security:- Data security is a common concern for 

any technology, but it becomes a major challenge 

when SaaS users have to rely on their providers for 

proper security. In SaaS, organizational data is often 

processed in plaintext and stored in the cloud [21] 

states that the SaaS provider is the one responsible for 

the security of the data while is being processed and 

stored, also data backup is a critical aspect in order to 

facilitate recovery in case of disaster, but it introduces 

security concerns as well [22]. Cloud providers can 

subcontract other services such as backup from third-

party service providers, which may raise concerns. In 

the world of SaaS, the process of compliance is 

complex because data is located in the provider’s 

datacenters, which may introduce regulatory 

compliance issues such as data privacy, segregation 

and security that must be enforced by the provider. 

Accessibility:- Accessing applications over the 

internet via web browser makes access from any 

network device easier, including public computers 

and mobile devices. However, it also exposes the 

service to additional security risks. The [23] has 

released a document that describes the current state 

of mobile computing and the top threats in this area 

such as information stealing mobile malware, 

insecure networks (WiFi), vulnerabilities found in 

the device OS and official applications, insecure 

marketplaces, and proximity-based hacking. 

 

2.2.2. Platform-as-a-Service. (PaaS) 

PaaS is a moder in which a layer of software or 

development environment is encapsulated and 

offered as aservice, upon which other higher levels of 

services are built. The cloud user has the freedom to 

build his own applications, which run on the 

providers infrastructure. PaaS application security 

comprises two software layers: According [24], 

security of the PaaS platform itself (i.e., runtime 

engine), and Security of customer applications 

deployed on a PaaS platform. PaaS providers are 

responsible for securing the platform software stack 

that includes the runtime engine that runs the 

customer applications. PaaS data security issues are 

described as follows: 

 

SOA related security issues – the PaaS model is based 

on the Service-oriented Architecture (SOA) model. 

This leads to inheriting all security issues that exist in 

the SOA domain such as DOS attacks, Man-in-the-

middle attacks, XML-related attacks, Replay attacks, 

Dictionary attacks, Injection attacks and input 

validation related attacks [25]. Mutual authentication, 

authorization and WS-Security standards are 

important to secure the cloud provided services. This 
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security issue is a shared responsibility among cloud 

providers, service providers and consumers.  

 

API Security - PaaS may offer APIs that deliver 

management functions such as business functions, 

security functions, application management etc. Such 

APIs should be provided with security controls and 

standards implemented, such as [29]. to enforce 

consistent authentication and authorization on calls 

to such APIs. Moreover, there is a need for the 

isolation of APIs in memory. This issue is under the 

responsibility of the cloud service provider. 

 

Third-party relationships:- PaaS does not only 

provide traditional programming languages, but also 

does it offer third-party web services components 

such as mashups [27]. Mashups combine more than 

one source element into a single integrated unit. Thus, 

PaaS models also inherit security issues related to 

mashups such as data and network security [28]. Also, 

PaaS users have to depend on both the security of 

web-hosted development tools and third-party 

services. 

 

Underlying infrastructure security:- In PaaS, 

developers do not usually have access to the 

underlying layers, so providers are responsible for 

securing the underlying infrastructure as well as the 

applications services [29]. Even when developers are 

in control of the security of their applications, they 

do not have the assurance that the development 

environment tools provided by a PaaS provider are 

secure.  

 

2.2.3. Infrastructure-as-a-Service. (IaaS) 

It’s a model that provides infrastructure components 

to clients on demand. The infrastructure components 

include virtual machines, storage, networks, firewalls 

and so. With the Iaas, clients have direct access to the 

lowest-level software in the stack that is operating 

system which are exposed to some cloud security risk. 

Sub-section below presents the security issues with 

IaaS. 

 

Data Leakage Protection and Usage Monitoring:- 

Data stored in IaaS infrastructure in both private and 

public cloud needs to be monitored closely [30]. This 

is essential when IaaS is deployed in public cloud. In 

this, it should be known that who is accessing the 

information, how it is accessed, location from where 

it is accessed and what happened to accessed 

information later. These problems can be solved by 

using modern Rights Management services applying 

restriction to business critical data. Policies for 

information need to be created and deployed. In 

addition, transparent process can be created that 

monitors information usage.  

 

End to End Logging and Reporting:- The effective 

deployment of IaaS demands comprehensive logging 

and reporting in place. Robust logging and reporting 

solutions helps to keep track of where the 

information is, who accesses it, which machines are 

handling it and which storage arrays are responsible 

for it. These solutions are important for service 

management and optimization. 

 

 Authentication and Authorization:- Robust 

authentication and authorization helps to get 

effective Data Loss Prevention (DLP) solution. For 

every application, just user name and password is not 

most secure authentication mechanism. Sometime 

two factor or multi-factor authentication is needed 

[31]. We need to consider tiering access policies based 

on level of trust.  

 

Infrastructure Hardening:- “Golden-image” VM and 

VM templates need to be hardened and cleaned [32]. 

This can be done while images are created. On 
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regular basis, testing of these master images need to 

be done.  

 

End to end encryption:- IaaS as a service, both in 

public and private clouds, needs to take advantage of 

encryption from end-to-end. We can make use of 

whole disk encryption to encrypt all the data 

including user files on the disk. This prevents offline 

attacks. In addition to disk encryption, all 

communications to host OS and VMs in the IaaS 

infrastructure are encrypted. This can be done over 

SSL/TLS or IPSec. 

 

2.3. Network issues on Cloud: 

Network components are shared by different ternants 

due to resource pooling. Sharing resources allows 

attackers to launch across-tenant attacks [33]. The 

virtual networks increase the VMs interconnectivity, 

an important security challenge in cloud computing. 

The network is used to upload all the information. 

With the same aspect, [34] have stated security issues 

with network on cloud as a prime focus. It provides 

virtual resources, high bandwidth and software to the 

consumers on demand. But in reality, the network 

structure of this cloud faces various attacks and 

security issues like: 

 

Browser Security:- Every client uses browser to send 

the information on network. The browser uses SSL 

technology to encrypt user’s identity and credentials. 

But hackers from the intermediary host may acquire 

these credentials by the use of sniffing packages 

installed on the intermediary host. [35]. states that in 

order to overcome this, one should have a single 

identity but this credential must allow various levels 

of assurance which can be achieved by obtaining 

approvals digitally. Moreover, [36], has shown that 

Web Services security (WS-security) concept on 

browsers work with XML encrypted messages which 

does not need to be decrypted at intermediated hosts. 

 SQL Injection Attack- These attacks are malicious act 

on the cloud computing in which a spiteful code is 

inserted into a model SQL code. This allows the 

invader to gain unauthorized access to a database and 

eventually to other confidential information. Further, 

SQL injection attacks as described by [37] uses the 

special characters to return the data for example in 

SQL scripting the query usually ends up with where 

clause which again may be modified by adding more 

rows and information in it. The information entered 

by the hacker is misread by the website as that of the 

user’s data and this will then allow the hacker to 

access the SQL server leading the invader to easily 

access and modify the functioning of a website. [38] 

have discussed in their paper on how the network 

related issues hinder the cloud computing and have 

also shown the SQL injection attack as the top 

intrusion detection. 

 

Flooding Attacks- In this attack the invader sends the 

request for resources on the cloud rapidly so that the 

cloud gets flooded with the ample requests. As per 

the study carried out by [39]. flooding attack 

consume the critical system resources in order to 

paralyze the provided services and make them 

unavailable to its legitimate users in the cloud 

ecosystem. 

 

XML Signature Element Wrapping:- It is found to be 

a very renowned web service attack. According to 

[40], it protects identity value and host name from 

illegal party but cannot protect the position in the 

documents. The attacker simply targets the host 

computer by sending the SOAP messages and putting 

any scrambled data which the user of the host 

computer cannot understand. As per the studies 

carried out by researchers at Ruhr University, and 

mentioned by the editor [41], the XML Signature 

wrapping attack changes simply the content of the 

signed part of a message without tampering the 
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signature. This would not let the user to understand 

the twisted data, thus misguiding and misleading the 

user. 

 

Incomplete Data Deletion:- Incomplete data deletion 

is treated as hazardous one in cloud computing. 

According to [42], when data is deleted, it does not 

remove the replicated data placed on a dedicated 

backup server. The operating system of that server 

will not delete data unless it is specifically 

commanded by network service provider. Precise 

data deletion is majorly impossible because copies of 

data are saved in replica but are not available for 

usage. 

 

Locks in- Another issue is locks in; at this time there 

is a small tender in the manner of tools, standard data 

format or procedures, services edge that could 

undertake data, application and service portability. 

This will not enable the customer to shift from one 

cloud provider to another or shift the services back to 

home IT location [43].  

 

2.4. Virtualization: It has been the underlying 

concept towards such a huge rise of cloud computing 

in the modern era. It allows the cloud users to create, 

copy, share, migrate, and roll back virtual machines, 

which may allow them to run a variety of 

applications [44]. However, it also introduces new 

opportunities for attackers because of the extra layer 

that must be secured. Virtualized environments are 

vulnerable to all types of attacks for normal 

infrastructure and [45] stated that that security is 

agreater challenge as virtualization adds more points 

of entry and more interconnection complexity. The 

sub-section discusses the security weakness in cloud 

virtualization technology. 

 

Securing VM images repository: Unlike physical 

servers, VMs are still under risk even when they are 

offline. VM images can be compromised by injecting 

malicious codes in the VM file or even stole the VM 

file itself. Secured VM images repository is the 

responsibilities of the cloud providers. Another issue 

related to VM templates is that such templates may 

retain the original owner information which may be 

used by a new consumer. 

 

VM Hopping:- [46] and [47], stated that, with VM 

hopping, an attacker on one VM gains rights to use 

another victim VM. The attacker can check the 

victim VM’s resource procedure, alter its 

configurations and can even delete stored data ,thus 

putting it in danger the VM’s confidentiality, 

integrity and availability. With multi-tenancy, it 

makes the impact of a VM hopping attack larger than 

in a conventional IT environment. Because quite a 

few VMs can run at the same time and on the same 

host there is a possibility of all of them becoming a 

victim VMs. VM hopping is thus a critical 

vulnerability for IaaS and PaaS infrastructures. 

 

Hypervisor security:- A hypervisor is responsible for 

virtual machines isolation; therefore , if the 

hypervisor is compromised, its virtual machines may 

potentially be compromised as well. The hypervisor is 

alow-level software that controls and monitors its 

virtual machines, so as any traditional software it 

entails security flaws [48]. Hypervisor security is the 

responsibility of cloud providers and the service 

provider. In this case, the SP is the company that 

delivers the hypervisor software such as VMware or 

Xen. 

 

Side channel attacks:- An emerging concern for cloud 

delivery models using virtualization platforms is the 

risk of side channel attacks causing data leakage 

across co-resident virtual machine instances. 

However, it is possible that attackers who fail to 

compromise endpoints or penetrate cloud 
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infrastructure from outside the cloud perimeter, may 

consider this technique - acting as a rogue customer 

within a shared cloud infrastructure to access other 

customers’ data. 

 

CLOUD COMPUTING TAXONOMY 

CLASSIFICATION 

 

The aim of this paper is to conduct holistic empirical 

study on cloud computing security in order to gain 

in-depth understanding of their security issues as far 

as the service is concerned. Figure 3, details the 

security issues reviewed in each and every model 

within the cloud computing ecosystem.  

 

 

 
Figure 3. Security Taxonomy tree of cloud computing 

security issues 

  

III. RELATED WORKS  

 

Various security issues across cloud computing 

ecosystem as been reviewd by virous researchers on 

both the cloud provider and cloud user sides. The 

security responsivities of cloud providers include 

integrating solutions to ensure legitimate delivery of 

cloud services to cloud consumers. The security 

propositions that are necessary for the activities of 

cloud providers as reviewed in sub-section below.  

  

Authentication and Authorization:- In his article [49] 

proposed a credential classification and framework 

for analyzing and developing solutions for credential 

management that include startegies to evaluate the 

complexity of cloud ecosystems. This study identifies 

a set of categories relevant for authentication and 

authorization for the cloud focusing on 

infrastructural organization and adapt these 

categories to the cloud context. In other work 

relevant with this security factor, a design model for 

multi-factor authentication in cloud computing 

environment is proposed [50] for analysis of the 

potential security threats. Another authentication 

solution is seen with MiLAMob [51], which provides 

a SaaS authentication middleware for mobile 

consumers of IaaS cloud applications. MiLAMob is a 

middleware-layer that handles the real-time 

authentication events on behalf of consumer devices 

with minimal HTTP traffic. FermiCloud [52] uses 

another approach for authentication and 

authorization - it utilizes public key infrastructure 

(PKI) X.509 certificates for user identification and 

authentication. Authorization-as-a-service (AaaS) 

approach using a formalized multi-tenancy 

authorization system, and providing administrative 

control over enhanced fine-grained trust models was 

introduced by [53]. They further propose use of 

cryptographic RBAC to enforce authorization policies 

regarding the trustworthiness of roles that are 

evaluated by the data owner. 

 

Identity and Access Management:- The important 

functionalities of identity management systems for 

the success of clouds in relation to consumer 

satisfaction is discussed in [54]. He further presented 

an authorization system for cloud federation using 

Shibboleth - an open source implementation of the 
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security assertion markup language (SAML) for single 

sign-on with different cloud providers. This solution 

demonstrates how organizations can outsource 

authentication and authorization to thirdparty clouds 

using an identity management system. [55] also 

propose an integral federated identity management 

for cloud computing. 

 

Confidentiality, Integrity, and Availability:- Both [56, 

57] proposed a design that enables users to verify the 

integrity of VMs in the cloud. The proposed solution 

is called the trusted cloud computing platform 

(TCCP). In this approach, all nodes run a trusted 

virtual machine monitor to isolate and protect virtual 

machines. A TCCP guarantees confidentiality and 

integrity in data and computation and it also enables 

users to attest to the cloud service provider to ensure 

whether the services are secure prior to setting up 

their VMs. In 2011, [58] proposed CloudProof as a 

secure storage system to guarantee confidentiality, 

integrity and write-serializability using verifiable 

proofs of violation by external third parties. 

Confidentiality is ensured by private keys that are 

known only to the owner of the data that is to be 

encrypted. The main idea behind CloudProof is the 

use of the attestation mechanism. Attestations 

provide proof of sanity of users, data owners and 

cloud service providers. The attestation structure 

implements a solution called “block hash” for 

performing integrity checks through signature 

verification. 

 

Fuzzy authorization (FA) for cloud storage [59] is 

another flexible and scalable approach to enable data 

to be shared securely among cloud participants. FA 

ensures confidentiality, integrity and secure access 

control by utilizing secret sharing schemes for users 

with smartphones who are using the cloud services. 

[60] improve cloud service resilience using a load-

balancing mechanism called brownout. The idea 

behind this solution is to maximize the optional 

contents to provide a solution that is resilient to 

volatility in terms of flash crowds and capacity 

shortages (through loadbalancing over replicas) when 

compared to other approaches that are implemented 

using response-time or queue length. In another 

effort [61] the authors proposed a synchronization 

mechanism for cloud accounting systems that are 

distributed. The run time resource usage generated 

from different clusters is synchronized to maintain a 

single cloud-wide view of the data so that a single bill 

can be created. The authors also proposed a set of 

accounting system requirements and an evaluation 

method which verifies that the solution fulfills these 

requirements. 

 

Security Monitoring and Incident Response:- 

According to [62] presents a centralized monitoring 

solution for cloud applications consisting of 

monitoring the server, monitors, agents, 

configuration files and notification components. 

Redundancy, automatic healing, and multi-level 

notifications are other benefits of the proposed 

solution which are designed to avoid the typical 

drawbacks of a centralized monitoring system, such 

as limited scalability, low performance and single 

point of failure. A scalable distributed monitoring 

system for clouds using a distributed management 

tree that covers all the protocol-specific parameters 

for data collection was presented by [63]. Hypervisor-

based cloud intrusion detection systems are a new 

approach (compared to existing host-based and 

network-based intrusion detection systems) that is 

discussed in [64]. The idea is to use hypervisor 

capabilities to improve performance over data 

residing in a VM. 

 

Security Policy Management:- In [65] the authors 

propose a generic security management framework 

allowing providers of cloud data management systems 
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to define and enforce complex security policies 

through a policy management module. The user 

activities are stored and monitored for each storage 

system, and are made available to the policy 

management module. Users’ actions are evaluated by 

a trust management module based on their past 

activities and are grouped as “fair” or “malicious”. An 

appropriate architecture for security management 

which satisfies the requirements of policy definitions 

(such as flexibility, expressiveness, extendibility and 

correctness) has been implemented. The authors 

evaluated the proposed system on a data management 

system that is built on data storage. 

 

The policy management as a service (PMaaS) to 

provide users with a unified control point for 

managing access policies in order to control access to 

cloud resources independently of the physical 

location of cloud providers was introduced by [66]. 

PMaaS is designed specifically to solve the issue of 

having multiple access control authorization 

mechanisms employed by cloud service providers 

that restrict the flexibility of applying custom access 

control to a particular service. For this purpose, the 

PMaaS architecture includes a policy management 

service provider that is the entry point for cloud users 

to define and manage the policies. The cloud service 

provider imports the user-defined policies and acts a 

policy decision point to enforce the user policies. 

 

IV. CRITIQUES OF EXISTING PROPOSITIONS TO 

CLOUD COMPUTING 

 

The propositions solution for the cloud computing 

were noted to have a number of security setbacks that 

render them ineffective in cloud computing adoption. 

To start with, Authentication and Authorization, 

authentication which is the process that allows the 

user to provide proof of his identity [67]. It is often 

done through the login method, based on the using of 

a username and a password. This static mechanism 

leaves the system vulnerable to attacks, since hackers 

can use many techniques, such as sniffing and 

guessing, to steal user passwords [68]. On the part of 

Identity and Access Management, using the cloud 

services, users can ealiy access their personal 

information and make it available to various services 

across the Internet. [69] stated that, an identity 

management (IDM) mechanism can help authenticate 

users and services based on credentials and 

characteristics. A key issue concerning IDM in cloud 

is interoperability drawbacks that could result from 

using different identity tokens and identity 

negotiation protocols. Existing password-based 

authentication has an inherited limitation and poses 

significant risks. An IDM system should be able to 

protect private and sensitive information related to 

users and processes. However, multitenant cloud 

environments can affect the privacy of identity 

information and isn’t yet well understood. 

Confidentiality, integrity and availability losses can 

make a big impact in the business of the cloud 

computing because the data is the core component 

for any business. Confidentiality is one of the prime 

constraints for the growth of cloud computing 

paradigm. Users when selecting the Cloud provider 

must be sure that the data that is given to the 

provider must be confidential. Provider must protect 

it from other users as well as must provide surety that 

even provider will also not peep into the data. 

Typically confidentiality is maintained by the 

encryption of the data that has been uploaded on the 

server of provider. But encryption has huge drawback 

in performance of the system. The integrity of data 

within complex cloud hosting environments such as 

SaaS configured to share computing resource amongst 

customers could provide a threat against data 

integrity if system resources are effectively segregated.  

On its part, security monitoring and incident 

response, many companies rely on third-party cloud 
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services provides and may not have access to every 

layer in the cloud computing stack, and therefore 

can’t gain full visibility to monitor for potential 

security flaws and vulnerabilities. Lastly, on Security 

Policy Management, according to [70], stated that 

even though SaaS is based on autonomous agent, its 

security policy is still based on pre-defined rules, 

which limits the detection capabilities only to those 

attacks that are already known with the loud 

computing. 

 

V. PROPOSED SECURITY MODEL OF CLOUD 

COMPUTING 

 

The study proposed a cloud model mapped with 

security parameter used to enhanced the data and 

privacy of cloud computing. The layers in the 

proposed cloud security model includes; first the user 

creates a local agent, and establish a temporary 

security certificate then use this certificate for secure 

authentication in an effective period of time. The 

certificate includes the credentials such as the host 

name, user name, user id, start time, end time and 

security attributes etc. which are used access and 

authorization in cloud computing. Second, when the 

user’s task use the resource on the cloud service layer, 

mutual authentication take place between user agent 

and specific application, while the application check 

if the user agent’s certificate is expired, a local 

security policy is mapped. Third, according to user’s 

requirements, cloud application will generate a list of 

service resource, and then pass it to the user agent. 

Through security API, user agent connects specific 

services. The cloud connection security ensures the 

safety of resources provided by the resource layer. 

The security API in this model should be achieved 

with SSL method, while the realization of cloud 

connection security uses SSL and VPN methods. The 

proposed security model is given in figure 4. The 

model consists the following security parameters:  

Verification and Validation- This unit is required in 

cloud computing not only to authenticate users but 

also to ensure the accuracy of data and services on the 

cloud. The significance of security module is that 

cloud computing position is reachable by several 

customers and providers which want to use or 

provide many services and applications. Cloud service 

providers need to prove to the users that the services 

and data are valid, for example, appropriate signature 

algorithms. Consequently, user will be able to verify 

the authenticity of facts and services made available 

to them through digital signature. This protection 

part can also provide work for techniques such as 

One Time Password [71]. 

 

Security Policies:- Security policies are the basis of a 

resonance safety completion. Frequently 

organizations implement technical security solutions 

without creating foundation of policies, standards and 

security policies on firewall. Standards, procedures 

and guidelines referred to as policy in the superior 

sense of a worldwide information security policy [ 72]. 

Privilege Control- This security component is 

necessary to control cloud usage by different 

individuals and organizations. It protects user’s 

privacy and ensures data integrity and secrecy by 

applying an anthology of rules and policies. Cloud 

users are granted different levels of access 

permissions and resource ownerships based on their 

account type. Only authorized users can access the 

authorized parts of the encrypted data through 

identity-based decryption algorithm. For example, in 

a healthcare cloud, not all practitioners have the same 

privileges to access patient’s data, this may depend on 

the degree to which a practitioner is 

involved/specialized in treatment; patients can also 

allow or deny sharing their information with other 

healthcare practitioners or hospitals [73]. 

Encryption/Decryption algorithms [74] such as AES 
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and RC4 can be employed by this component to 

achieve confidentiality of information. 

 

Data Protection- Data stored in the cloud storage 

resources may be very sensitive and critical, for 

example, clouds may host electronic healthcare 

records (EHR) which contain patients’ private 

information and their health history [75]. They may 

also store critical banking information (e.g., clients 

account numbers, balances and transactions) or 

national security information. Cloud security model 

must protect data loss or injure by provide safe 

storage servers. These servers should also secure data 

retrieval and removal from the cloud. Securing data 

storage and processing is important since cloud users 

have no idea about data location. Techniques for data 

protection for example truncation, redaction, 

obfuscation, and others are able to be used in this 

security component. Encryption techniques can also 

be employed for data security. Hash functions and 

Message Authentication Code (MAC) can be 

employed in this unit to provide data integrity [76]. 

Security Services- The additional factors that directly 

affect cloud software assurance include 

authentication, authorization, auditing and 

accountability are used in cloud security services) 

[78]. Security-as-a- service is an industry form which 

a service contributor integrates security services into 

a commercial infrastructure on a subscription basis.  

 

Figure 5. Proposed Security Model of Cloud 

Computing 

  

Security-as a-service has applications such as anti-

virus software delivered over the internet however 

the term can in addition pass on to security 

administration provided in-house by an external 

organization.  

  

Threats / Attacks Detections- Clouds are vulnerable 

to many attacks and malicious behaviors that 

threaten both data and physical and virtual 

computing resources of the cloud. Basically, any set 

of actions that threaten the cloud security 

requirements (e.g., integrity, confidentiality and 

availability) are considered to be attacks. Attacks 

detection and prevention components are installed 

within the cloud security system to protect cloud 

resources from various anomalies. For example, 

denial-of-service attacks should be reduced to the 

minimum to guarantee the maximum availability of 

business, government, health and other critical 

information and services. This can be achieved by 

deploying technologies that provide high availability 

such as dynamic server load balancing and 

active/deactivate clustering [79]. Standard Distributed 
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Denial of Services (DDoS) mitigation techniques such 

as synchronous cookies and connection limiting can 

also be used. There are provisions for the next 

generation of intrusion detection systems and 

firewalls in order to protect the resources from 

intruders, viruses and malware [80]. 

 

VI. CONCLUSION  

 

The aim of this paper is to carry out a holistic 

empirical study on cloud computing ecosystem 

security issues which hinders its adoption. It has been 

noted that most of the models such as delively model, 

service model and the enabling technologies of cloud 

computing that include virtualization and network 

are exposed to various security issues. The study 

further reviewed some of the security propositions of 

cloud cloud computing and their vulnerabilities. 

Based on these security setbacks, a novel security 

model has been proposed with some key parameters 

that can maintain both data integrity and 

confidentiality by deterring an illicit access to cloud 

data hence improve security. 
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Department of Civil & Environmental Engineering, Debre Markos University, Debre Markos, Ethiopia  

 

ABSTRACT 

 

In this study an effort has been made to identify suitable sites for safe disposal. For proper identification and 

selection of appropriate sites for solid waste disposal careful and systematic procedures need to be adopted and 

followed. The main objective of this research was identified the suitable solid waste disposal site by using the 

GIS-based approaches in Debre markos town. The present study had considered various factors like road 

networks; rivers, soil, slope, altitude and land use/ land cover for selecting a suitable solid waste disposal site 

within the study area. The relative weights of the factor were estimated using AHP and factor maps were 

developed by using GIS spatial operations. The final weighted factor map produced an overall solid waste 

disposal suitability map. The solid waste disposal site suitability map was presented in four suitability index 

such as highly suitable, moderately suitable, low suitable and unsuitable. The result shows that around 21% 

area is highly suitable for solid waste disposal site, 25% is moderately suitable, 28% of study area has low 

suitable and 26% area is unsuitable for solid waste disposal site.   

Keywords : Debre markos, GIS, solid waste disposal site 

 

I. INTRODUCTION 

 

1.1. Back ground of the Study   

 

Solid waste disposal is becoming a major global 

problem. Due to increasing human activity, solid 

waste is creating serious damage to the ecosystem and 

human health. Damage is caused by illegal dumping 

of urban waste in unacceptable locations (Ahmad et 

al., 2011). Uncontrolled growth of the urban 

population in developing countries in recent years has 

made solid waste management an important issue. 

Today municipal solid waste management is one of 

the most challenging issues in urban cities, which are 

facing a serious pollution problem due to the 

generation of huge quantities of solid waste 

(Debishree and Samadder, 2014). 

 

Solid waste in Ethiopia the booming growth of cities 

of the developing world has outpaced the financial 

and manpower resources of municipalities to deal 

with provision and management of services, of which 

solid waste is the major one. Lack of these services 

greatly affects the urban poor, women and children 

who are vulnerable to health hazards. Twenty two 

human diseases are related to improper solid waste 

management (World Bank, 1999). Moreover, its 

effects are also reflected in reduced productivity, low 

income and poor quality of life and deteriorated 

environment. Similar to cities of most developing 

countries, provision of required services lags behind 
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the need and development of settlements in urban 

areas of Ethiopia. Integrated infrastructure and 

housing development is not widely practiced. 

Provision of solid and liquid waste collection and 

disposal is low (most urban areas lack the service). In 

addition to this, deterioration of the immediate 

environment in the households and their surrounding 

is increasing. With the current growth rate of urban 

population in Ethiopia, it is estimated that the 

population of most urban areas especially small urban 

centers is doubling every 15-25 years (Bedasa and 

Wondwossen, 2019). As solid waste generation 

increases with economic development and population 

growth, the amount in these urban areas will double 

within a similar time range. Municipalities in 

Ethiopia have to be prepared for this challenge 

(Ambaneh, 2016). An integrated urban rural 

development study undertaken in 1988 showed that 

among the eleven project towns: Addis Ababa, Akaki, 

Assela, Ambo, Arsi Negele, Goba, Mizan Teferri, Robe, 

Wolisso, Ziway, and Shashemene, only Addis Ababa 

had centralized waste disposal system (NUPI, 1989). 

The towns had no waste collection trucks; four of the 

municipalities assigned other vehicles to collect waste 

once or twice a week. Among those who have the 

service the coverage is very low, usually being limited 

to street and market cleaning.  Recently, most 

municipalities in Ethiopia have become aware of the 

negative consequences of poor sanitation. 

Geographical Information Systems (GIS) which are of 

the ability of processing and analyzing each kind of 

data, are of an important role for proper solid waste 

areas; in a word a decision support tool for 

determining alternative areas. Such as GIS makes it 

possible to include all kind of spatial technical, 

economic and social conditions and studying the 

results developed under different conditions. But 

another important question in solid waste site 

selection process is to find out the more proper 

alternatives among the proper solid waste (Iscan and 

Yagci, 2015).  

 

In Debre markos town the source of solid wastes from 

hospitals, constructions, households and commercial 

areas are collected and dumped, which may contain 

leachable and toxic compounds that are harmful to 

the environment and human health. The disposal 

system of solid waste in the town is open dumping, 

which is commonly carried out on areas which are 

not been selected following any scientific way for 

suitability. Majority of population in Debre markos 

disposed waste illegally into public places, river and 

ditches. 

 

In this study, the main objective was identified a 

suitable solid waste disposal site in Debre markos 

town using GIS techniques. Specifically identifying 

factors for selecting suitable solid waste disposal site; 

determining the relative importance of the factors for 

solid waste disposal site using a weighted linear 

combination (WLC) methods and mapping of suitable 

solid waste disposal site in the study area. 

 

II. MATERIALS AND METHODS 

2.1. Study Area 

Debre markos town is located in the northwestern 

part of the country at a distance of approximately 299 

kms by road from Addis Ababa on the Bahir Dar 

highway. The town is the center of the East Gojjam 

zone. According from UTM coordinate system, the 

location of the town is approximately between 

356564m– 365423m East direction and 1136757m – 

11470559m North direction as shown in Fig.1.  
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            Fig. 1:  Location map of the study area  

2.2. Methods  

Debre markos town was selected to identify solid 

waste disposal areas. For this Multi Criteria Analysis 

was used for creating various layers to be used in GIS 

domain to produce a single output map. The weights 

were developed by providing a series of pair wise 

comparisons of relative importance. Based on 

experience and likely impact on surrounding 

environment different weights were assigned to all 

the parameters. Weighted linear combination was 

used to produce the suitability of solid waste disposal 

map. As for the final weighted factor map is a 

weighted linear combination of factor maps, an 

equation (1) as following:   

S = Σ wi xi where, S = suitability, wi = weight of factor 

i and xi = factor map i.                        (1) 

 
Fig. 2: Flow chart of the methodology 

2.3. Data Type and Source of Data 

For this study different types of datasets were 

integrated within GIS environment to come up with 

final output of solid waste site selection in Debre 

markos Town. The datasets used are tabulated 

below in (table 1).  

Table 1: Data type and their sources 

No.  Types of 

Datasets 

Format  Sources 

1 Land use 

land cover 

Raster Interpretation of 

Landsat 8 image 

(2019) from 

USGS website 

2 Slope and 

Elevation 

Raster Interpretation of 

ASTER GDEM 

image (2019) 

3 Soil types Vector, 

Shape file 

Minister of Water 

and Energy, 

Addis Ababa 

4 Surface 

water  

Vector, 

Shape file 

Minister of Water 

and Energy, 

Addis Ababa 

5 Road 

network 

Vector, 

Shape file 

Interpretation the 

study area of 

Topographical 

map from 

(EMA), Addis 

Ababa 
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III. RESULTS AND DISCUSSION 

 

No.  Types of 

Datasets 

Format  Sources 

1 Land use land 

cover 

Raster Interpretation of 

Landsat 8 image 

(2019) from USGS 

website 

2 Slope and 

Elevation 

Raster Interpretation of 

ASTER GDEM 

image (2019) 

3 Soil types Vector, 

Shape file 

Minister of Water 

and Energy, Addis 

Ababa 

4 Surface water  Vector, 

Shape file 

Minister of Water 

and Energy, Addis 

Ababa 

5 Road network Vector, 

Shape file 

Interpretation the 

study area of 

Topographical 

map from (EMA), 

Addis Ababa 

 

 
                      Fig. 3: Slope factor map 

 

 

 

Table 2: Classification, ranking and weighting of 

Slope factor 

Factor Weigh

t  

     

Class  

Rank  Degree of 

disposal 

Slope 

(Degree) 

 

0.10 

0-10 4  High 

Suitable 

10-15 3 Moderate 

Suitable 

15-20 2 Low Suitable 

>20 1 Unsuitable 

 

 

3.1.2. Altitude  

Altitude was generated from the ASTER GDEM data. 

The altitude of the study area generally ranges 

between 2240m and 2514m. Altitude is a basic 

parameter to build a landfill. Areas with too high 

altitude are not suitable for solid waste disposal site 

because of it is difficult to permit gravity flow (Kao 

and Lin, 2005). The ideal places for landfill should be 

located at a low altitude in order to permit gravity 

flow.  

 
Fig. 4: Altitude factor map 
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Table 3: Classification, ranking and weighting of 

Altitude factor 

Factor We

igh

t  

     

Class  

R

an

k  

Degree of 

disposal 

 

Altitude (meter) 

 

0.1

0 

2240-

2383 

4 High 

Suitable 

2383-

2411 

3 Moderate 

Suitable 

2411-

2436 

2 Low 

Suitable 

2436-

2514 

1 Unsuitable 

 

3.1.3. Distance from Rivers  

The solid waste disposal site should not be placed 

within surface water to protect surface water from 

contamination by leachate (Abdelhakim et al, 2016).  

Amhara National Regional State has established the 

Regional Hygiene and Environmental Executive 

Committee which has issued regional environmental 

sanitation regulations (No.16/2000); it clearly states 

that the solid waste disposal should not be dump to 

any water surface like river, stream, Lake etc. In the 

study area, Chemoga River is one of the main surface 

water. Researchers have suggested a distance up to 

500m away from surface wate (Kontos et al., 2005). 

Fig. 5: Rivers factor map 

Table 4: Classification, ranking and weighting of 

Altitude factor 

Factor We

igh

t  

     

Class  

Ra

nk  

Degree of 

disposal 

 

River (meter) 

 

0.1

5 

0-1000 1 Unsuitable 

1000-

1500 

2 Low 

Suitable  

1500-

2000 

3 Moderate 

Suitable 

>2000 4 High 

Suitable 

 

3.1.4. Distance from Road Networks  

The road is one of the important factors in 

considering a solid waste disposal site selection. There 

is no specific rule of what should be the best distance 

to place the solid waste disposal site. Most studies 

suggested that the disposal site should be located 

within a 500m buffer from the existing roads 

(Shahmoradi and  Isalou, 2013).  However, planners 

may prefer to give an aesthetic concern when 

deciding a location of solid disposal site. Also, the site 

should not be close to the existed road networks that 

affects the public health. 

 
                          Fig. 6: Road networks factor map 
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Table 5: Classification, ranking and weighting of Road 

networks factor 

Factor We

igh

t  

     

Class  

R

an

k  

Degree of 

disposal 

 

Road Networks 

(meter) 

 

0.2

0 

0-500 1 Unsuitable 

500-

1000 

2 Low 

Suitable  

1000-

1500 

3 Moderate 

Suitable 

>1500 4 High 

Suitable 

 

3.1.4. Land use Land cover 

In the present study land use/land cover was analyzed 

from Landsat 8 image data for the solid waste disposal 

site selection. In the study area, there are five major 

land uses such as water body, built-up area, forest and 

agricultural land and vegetation areas. By reviewing 

different literature, it was advisable to select land, it 

was occupied by bare and grass lands a high suitable 

area for solid waste disposal. 

 

 
Fig. 7: Land use Land cover factor map 

 

 

 

Table 6: Classification, ranking and weighting of Land 

use Land cover factor 

Factor We

igh

t  

     Class  R

a

n

k  

Degree of 

disposal 

 

Land use 

Land cover 

 

0.3

5 

Water body 

and forest 

1 Unsuitab

le 

Built up and 

vegetation  

area 

2 Low 

Suitable  

Agricultural 

area 

3 Moderate 

Suitable 

 

3.1.5. Soil Types  

There were three type of soils texture in the study 

area based on FAO (2006) classification such as eutric 

nitisols, Pellic vertisols and chromic vertisols. Soil 

should be of sufficiently low permeability to 

significantly slow the passage of leachate from the site.  

The higher the permeability of the textured unit, the 

lower is the site suitability for landfill practices and 

the higher is its vulnerability. In the present study, 

soil texture was classified into three zones according 

to the texture unit of permeability characteristics.  

 

 
                    Fig. 8: Soil types factor map 
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Table 7: Classification, ranking and weighting of Soil 

types factor 

Factor Wei

ght  

     Class  R

an

k  

Degree of 

disposal 

 

Soil types 

 

0.10 

eutric 

nitisols 

2 Low 

Suitable 

Pellic 

vertisols, 

3 Moderate 

Suitable 

Chromic 

vertisols 

4 High 

Suitable 

 

3.1. Overlay Analysis and Identifying Suitable Areas 

To determine the suitable areas for solid waste 

disposal sites, there are six factors were considered. 

The factors are surface water; road networks, soil 

texture, land use land cover, slope and altitude. Each 

factor thematic map was prepared using ArcGIS 

spatial analyst tools, and prepared maps were 

converted into raster format. The overlay analysis of 

the final weighted factor map was produced the final 

suitable solid waste disposal site map was prepared 

using ArcGIS software by the following principle: 

 

Suitability Map = Σ [(Factor map * weight)                                                       

(2)  

 

Suitability index = ([surface water map] * 0.15 + [land 

use map]*0.35+ [slope map]*0.10+ [altitude map]*0.10 

+ [soil map]*0.10 + [road map]*0.20) 

 

The result of weighted factor map in the ArcGIS 

software reveals four suitability indices for the 

municipal solid waste dumping site of Debre markos 

town. These are unsuitable, low, moderate and high 

suitable. 

 
Fig. 9: Solid waste disposal suitability Map of Debre 

markos town 

 

The area coverage of each suitability index of the sites 

was calculated in ArcGIS environment showed that 

(26%) of the study area is unsuitable  for solid waste 

disposal site as the areas are environmentally 

unfavorable and economically impracticable to be 

proposed as solid waste disposal site. This unsuitable 

area include close to surface water (area with a 500m 

buffer zone), areas with steep slope (>200), a higher 

altitude (>2514m), water bodies and forest areas and 

close to road networks (with a 500m buffer zone), 

respectively. The main advantage of these areas 

unsuitable was to minimize their negative effects of 

on environment and public health as well as to 

minimize the cost of construction and maintenance of 

the land fill. However, (27%) of the area was low 

suitable and the area of (25%) moderate suitable. Out 

of the remaining areas of (21%) are high suitable, 

these areas are preferable for solid waste disposal sites, 

because of their minimum effect on environment, 

public health and cost effective than other parts of the 

study area. 
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Table 8 : Statistical analysis for the solid waste 

disposal site suitability 

Suitability Index Area in (km2) Area in (%) 

Unsuitable 233.51 26 

Low Suitable 246.09 28 

Moderate Suitable 228.04 25 

High Suitable 192.35 21 

Total 899.99 100.00 

 

IV.  CONCULUSION 

 

The analysis factors were used in the identification of 

suitable sites for solid waste disposal in Debre markos 

town using the GIS techniques. Currently solid waste 

is disposed at open spaces near to outside the 

municipal boundary impact on health hazards for the 

rural settlements. Geographic information system 

tools widely used to assist the identification of 

suitable sites for solid waste disposal. In this study, 

Selection of suitable site depends on a number of 

factors were considered. The factors are slope, altitude, 

road networks, rivers, soil types and land use land 

cover but some other factors like ground water, 

settlements, and geology that may also affect the 

sitting of suitable sites but they were not included in 

the present study due to data limitations. After 

produced the final weighted map, the high suitable 

solid waste disposal sites were identified in the study 

area. The high suitable solid waste disposal sites were 

located in the southern and eastern part of a town.  
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Design and Implementation of a Rule Based Afaan Oromoo Conversational 

Chatbots 
Fikadu Wayesa 

Wachemo University, School of Computing, Information Technology Department, Ethiopia 

ABSTRACT 

Chatbot technologies are very popular one in the field of NLP and AI to process basic expressions of interaction 

between humans (end users) and devices as Question Answering System (QAS).  They are used in many ranges 

like in industry to provide customer services based on their need to reach on their desires, transportation, 

health, entertainment, education, psychology to monitor human emotions and in many. Messaging service is a 

popular means of communication as text based messaging (SMS) or through messaging applications. Chatbots 

are virtual assistant technologies that are designed and developed based on the user’s query and to their 

language. The aim of this paper is to develop and implement a rule based conversational chatbot for Afaan 

Oromo Language. The approach gets a simple Afaan Oromoo query as input and retrieves answers from a set of 

predefined rules or responses. The performance of our model is evaluated through human judgment. 

Keywords: Afaan Oromoo, Chatbot, NLP, Conversation, Rule-Base 

 

 

I. INTRODUCTION 

 

In the digital era abundant amount of end user 

services interactions are helping us to solve our daily 

activities.  In the field of Artificial Intelligence (AI),  

Chatbots are technologies designed for making 

conversations to deliver answers quickly to user’s 

need in short amount of time as human-human 

interaction to assist them to accomplish a task (Martin 

2018).  

 

These systems are used in everywhere to engage 

customer service such as deliver flight information,  

 

customer support or in psychological counseling. It 

assists the user by asking series questions and guide 

them to what the user is looking for. 

Basically, there are three forms of Chatbots: Rule-

based (fixed rule) chatbot, Self-Learning and 

Generative-based chatbots. Self-learning is also called 

AI-Based Chatbots (Martin 2018). We can combine 

these forms of chatbots and we can implement an 

approach called Hybrid. 

 

 The rule-based methods depend on a list of simple 

predefined queries and possible resultant answers. It 

does not need any machine learning approach and 

language processing is not mandatory. They are 

intended for simple queries and they may fail for 

more complicated questions since they can’t produce 

their own responses. This form of chatbots has one-

to-one input and replies. So a bot would be trained 

according to the defined rules (Soufyane Ayanouz 

April 2020). 
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Self-Learning chatbots depend on machine learning 

and word vectorization. Words are vectorized, 

because machine learning methods use numbers for 

prediction. These bots follow the machine learning 

approach which is rather more efficient and is further 

divided into two more categories Retrieval-Based 

Models (corpus-based) and Generative Models 

(O’Reilly 2017).  

 

Retrieval-based chatbot uses empirical to select a 

response from predefined responses. It can handle 

context of the query and selects the best answer from 

predefined answer. 

 

Generative-based chatbots are the most complex 

compared to the two previous approaches. It also 

called cognitive based chatbots. It requires a much 

bigger data set and use deep learning methods for 

training. They have cognitive ability to generate 

different answers (O’Reilly 2017) 

 

II. RELATED WORKS 

 

ELIZA chatbot dialog system was developed to 

stimulate a Rogerian psychologist, based on a branch 

of clinical psychology whose methods involve 

drawing the patient out by reflecting patient’s 

statements back at them based on the predefined rule 

(Weizenbaum 1996). 

 

(D’ÁVILA 2018) Designates a rule based chatbot 

development for long conversations using KINO 

dataset. The goal of the paper was to match between a 

response candidates in a given conversational 

speeches. They proposed a framework in which the 

possible to verify that the positively associated words 

were part of the information in which the bot had 

been programmed to search in its knowledge base. A 

manual classification was necessary for the words 

negatively related to understand and identify the 

types of issues in the identification of the user’s 

intentions. 

 

(Jagdish Singh 2019) Proposed a Rule-based chabot 

for Asian Pacific University (APU) students to answer 

their enquiries from their administrative offices.  The 

designed chatbot permits  end users to observe 

information and interact with the chatbot regarding 

their enquiries. The developed system was compatible 

with bot’s app page on Facebook for access via laptop 

or computer devices. 

 

There is no work attempted work for Afaan Oromo 

Language in the area of chatbot system. This language 

is rich in its structure, grammar and semantics.  

 

Here, this research work focused on the following 

questions. 

 

1. What are the possible methodologies used in 

the ChatBot implementation system? 

2. What challenges are there in the developing 

rule based chatbot? 

The Model Architecture 
 

 

Figure 1 Proposed System Architecture 
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III. Experimental Results 

A. Components of the Model 

Corpus 

We have collected a lists of query with their possible 

response that are used in Afaan Oromo 

Conversational System. 

Preprocessing 

Data should be preprocessed first in order to design 

any application, the first thing we need is data, to 

attain a particular format to make machine 

understandable. To get the possible answer for the 

query a number of NLP tasks have been applied to our 

corpus and to the query. Generally, the following 

tasks have been applied. 

 

1. The corpus and the query have converted to 

lower cases. Unnecessary special characters like 

punctuation marks have been removed. 

2. Tokenization has been applied to both the corpus 

and user query. 

Building Keywords 

Once the corpus has cleaned, list of keywords that our 

model will look for is built. 

Building Intent Keywords 

After the keywords list is completed, a dictionary that 

matches the user’s query keywords has constructed to 

the required intents. We reformat the keywords in a 

special syntax that helps to get the required answer. 

We tried to design a common intent for a 

conversation that use common approach.  

Defining Response Dictionary 

We defined responses for each intent type as a key. 

 

 

 

 

 

Match Input to intent based on keyword and 

Response Selector 

 

An input from the user is matched with the keywords 

dictionary using RegEx Search function. 

The current intent gets selected if the match is found 

and the key to the responses has selected. 

 

 

 

 

 

Figure 2. A Sample response 

 

 

Figure 3. Rule based Algorithm 

B. The Model Results 

Chatbot system has significant applications in 

transforming the human being’s lives.  For the 

evaluation purpose, we collected corpus during the 

experiment phase, the Afaan Oromo language 

conversations of users of the total of 114 

conversations and 30 users, 20 conversations were 

selected for the evaluation purpose. The model 

performs a good result by imitating a character user 

and system from the sample conversations. 

 

Right responses are given to user to to make a small 

conversation. The work is analysed by human 

evaluators, ten (10) evaluators were selected to 

QUERY={'nagaa':[Akkam? Nagaa 

ooltee? Fayyaadhaa? Akkam bulte?'], 

'yeroo': [yeroon meeqa?, sahatiin 

meeqa? sa'atii meeqatti dhufta?'], 

‘Walii gala’:[Maqaan kee eenyu?, 

Eenyutu si uume?, Na jaallattaa?'], 

} 

 

const reply = [["nagaa!", "fayyaa!", "galata 

waaqayyoo!", "Galata 

rabbii!","jirra","nagumaa"], [ "sa'a 6", "sa'a 

booda", "boru" ]] 
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evaluate the performance of the model and the 

average score being evaluated was 88%. 

 

 

Figure 4. Afaan Oromo Rule Based Chatbot system 

User Interface 

The above figure denotes the physical interface where 

a user asks a system to get his /her request.  

 

Figure 5 A Sample Conversations 

A user is denoted by Nama (Human) and Here the 

user is denoted by “Human” and the chatbot is 

represented by “Chatbotter”. 

 

IV. CONCLUSION AND FUTURE WORK 

In any language, chatbots are user-friendly for any 

user who has an awareness of typing in the language 

they can understand on the desktop application and 

in the mobile. In this work, we designed a simple rule 

based Chatbot for Afaan Oromo Language.  We only 

tested our model with 20 intents in this work for the 

evaluation purpose. From our result we saw designing 

and implementing a rule-based chatbot is a very 

challenging task since a rule based chatbot requires 

more intents. 

In addition, the chatbot would severely be limited in 

terms of its conversational capabilities as it is near 

impossible to describe exactly how a user will interact 

with the bot. since Afaan Oromo has very complex 

structure, defining all rule was very challenging one. 

Another challenge was grammar error cannot be 

recognized. 

We can make improvements to the developed chatbot 

to further enhance its affectivity since rule based has 

many limitations. First, AI-based Chatbots are a more 

practical solution for solving the limitations of rule 

based scenarios. So, we’ll build an AI-based Chatbot 

for this language. 
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ABSTRACT 

 

In this article we suggest a new class of skew normal distribution. It will be referred to as Tanh skew-normal 

distribution, where (Tanh) is a hyperbolic tangent function; a class of skew-normal distribution is proposed by 

considering  a new skew function, It is not a probability distribution function, some properties of this new class 

distribution have been investigated. Several properties of this distribution have been discussed; parameters 

estimation using moments, moment generating function, maximum likelihood method, and Fisher information 

matrix are obtained. A numerical experiment was performed to see the behavior of MLEs. Finally, we apply this 

model to a real data-set to show that the new class distribution can produce a better fit than other classical 

Skew normal. 

Keywords : Skew-Normal Distribution, Tanh Skew-Normal Distribution, Moments, Maximum Likelihood 

Estimators, Fisher Information Matrix. 

 

I. INTRODUCTION 

 

Azzalini, (1985) has presented the skew-normal (SN) 

distribution, it consists of modifying the normal 

probability density function by multiplication with a 

skewing function. Azzalini stated that the formal, 

𝐻(𝑥) = 2 𝑓(𝑥) G(𝑥) , is the density of the skew 

distribution (pdf), where f is the density of a variable 

symmetric around (0), and (G),is the (cdf) of another 

independent random variable. By combining different 

symmetric distributions (normal, t, logistic, uniform, 

double exponential, etc.), numerous families of 

skewed distributions may be generated. This form of 

distribution is called a skew-symmetric, and it has 

been used in many applications to analyzes the 

asymmetric behavior of empirical data sets from 

various research fields, for more details about it, see 

(Ma and Genton, (2004)). In recent years, (Arellano-

Valle et al. (2004) and G´omez et al. (2006)) 

introduced a class of skew-normal distributions, 

which related to the model (SN) introduced by 

Azzalini, most of those classes include the normal 

distribution as a particular case and satisfy similar 

properties as the normal family. 

(Hutson and Mudholkar (2000)), presented a normal a

symmetric family of  distributions with a different 

structure of the class (SN) considered by Azzalini, 

(1985), which is called epsilon skew-normal and it is 

denoted by (ESN(ε)), ε > 0 represents the asymmetry 

parameter, so that (ESN (0)) corresponds to the 

normal distribution. (Huang and Chen (2007), 

Chakraborty, Hazarika, and Ali (2012)) investigated 
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the generalized skew symmetric distributions by 

introducing a skew function in place of cumulative 

distribution function (cdf), F(•), where a skew 

function G(•) is satisfying properties,  0≤G(x)≤1, 

G(x)+G(-x)=1,  on the other hand, several of authors 

have provided alternative methods of Azallin, such as, 

(Elal-Olivero (2010),  El-Damrawy et al, (2013b), 

Mahmoud, et al. (2015), Hazarika, Shah, and 

Chakraborty, (2019), Kundu and Gupta (2010). 

 

This paper aims to introduce a new class of skew-

normal distribution. It will be referred to as Tanh 

skew-normal distribution, where (Tanh) is a 

hyperbolic tangent function; a new class of skew-

normal distribution is proposed by considering a new 

skew function where the skew function is not a 

cumulative distribution function (CDF). We expect 

that the proposed this model may be better (at least in 

terms of model fitting) than another classical skew-

normal in certain practical situations.  

 

The remainder of this paper is organized as follows: 

We discuss some of its basic properties are 

investigated, in Section 2. In Section 3, we provide 

expansions for a new skew-normal distribution, 

cumulative and density functions. In Section 4, we 

present various properties of the new model such as, 

moment generating function, and  moments. In 

Section 5, the maximum likelihood estimator of the 

parameters of our model and an application to a real 

data set are obtained. Concluding remarks are 

presented in Section 6. 

 

II. BASIC PROPERTIES 

 

In this section we discuss the  basic properties of the new distribution 

 

2.1 . Define of The skew function: 

 

The skew function 𝐺(𝜆𝑥) is using the hyperbolic tangent function (Tanh) and it's express by,  

𝐺(𝜆𝑥) = 0.5 (1 + 𝑇𝑎𝑛ℎ [
𝜆𝑥

2
])  (1) 

Where 𝜆 , is skew parameter, and the hyperbolic tangent function (Tanh) is the expression by  

Tanh [
𝜆𝑥

2
] =

𝑒λx/2 − 𝑒−λx/2

𝑒λx/2 + 𝑒−λx/2
 (2) 

Substituting  from ( 2) into (1) we  get the skew function 𝐺(𝜆𝑥) 

𝐺(𝜆𝑥) = 0.5 {
2

1 + 𝑒−λx
} =

1

1 + 𝑒−λx
= (1 + 𝑒−λx)

−1
 (3) 

 By using the Taylor series expansion for   (1 + 𝑥)−1 = ∑ (−1)𝑘∞
𝑘=0 𝑥𝑘 ,We get the skew function, 𝐺(𝜆𝑥) is, 

𝐺(𝜆𝑥) =

{
 

 ∑ (−1)𝑘
∞

𝑘=0
𝑒−λx,                𝑥 ≥ 0

∑ (−1)𝑘
∞

𝑘=0
𝑒(𝑘+1)𝜆𝑥,           𝑥 < 0

 (4) 

Where , λ > 0 

Similarly if    λ < 0,    the skew function is, 

𝐺(−𝜆𝑥) =

{
 

 ∑ (−1)𝑘
∞

𝑘=0
𝑒(𝑘+1)𝜆𝑥,            𝑥 > 0

∑ (−1)𝑘
∞

𝑘=0
𝑒−λx ,                  𝑥 ≤ 0

 (5) 
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2.2 . Properties of the skew function 

a) The properties of the skew function are giving by, 

𝐺(𝜆𝑥) + 𝐺(−𝜆𝑥) = 1,0 ≤ 𝐺(𝜆𝑥) ≤ 1 (6) 

b) Plots of the skew function 

The skew function of 𝐺(𝜆𝑥)  for different choices of the parameter  is plotted in Figure 1. 

𝐺(𝜆𝑥) = 0.5(1 + 𝑇𝑎𝑛ℎ[𝜆𝑥/2]) 

 
 

Figure 1.illustrates the shape of theskew function (𝐺(𝜆𝑥)for  𝜆 = 1, 2, −2 , 10, −10 

 

3. Expansions of The density and the cumulative distribution function 

In this section, we introduce the probability density function and  the  cumulative distribution function  

of thestandardtanh skew- normal distribution. 

3-1 Expansions of The Probability density function 

 The probability density function of thestandardtanh skew- normal distribution(𝑇𝑆𝑁(⅄)) is constructed 

using the formula , 

𝑓(𝑥, 𝜆) = 2𝜙(𝑥) 𝐺(𝜆𝑥) ,     −  ∞ <  𝑥 < ∞  (7) 

Where 𝜆, a real number, is the skewness parameter,𝜙(𝑥) =
1

√2𝜋
e−  

𝑥2

2 , is the probability density function of 

standard normal distribution and 𝐺(𝜆𝑥)(𝑛𝑜𝑡 𝑐𝑑𝑓) is the skew function of definition its above equation (1,4). 

Substituting, 𝜙(𝑥), 𝑎𝑛𝑑 𝐺(𝜆𝑥)into  formula (7), we get the probability density function, 

𝑓(𝑥, 𝜆) =

{
 
 

 
 2

√2𝜋
e−  

𝑥2

2 (∑ (−1)𝑘
∞

𝑘=0
𝑒−λx) ,     𝑥 > 0

2

√2𝜋
e−  

𝑥2

2 (∑ (−1)𝑘
∞

𝑘=0
𝑒(𝑘+1)𝜆𝑥) , 𝑥 < 0

 (8) 

Where,λ > 0 

Similarly   𝛌 < 0,    the probability density function is 

𝑓(𝑥, 𝜆) =    

{
 
 

 
 2

√2𝜋
e−  

𝑥2

2 (∑ (−1)𝑘
∞

𝑘=0
𝑒(𝑘+1)𝜆𝑥) ,   𝑥 > 0

2

√2𝜋
e−  

𝑥2

2 (∑ (−1)𝑘
∞

𝑘=0
𝑒−λx) ,        𝑥 < 0

 (9) 

 

3.1.1 Properties of the probability density function 

The properties of the  density function of the standard tanh skew- normaldistribution(𝑇𝑆𝑁(⅄))are giving 

by, 
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a) 𝑓(𝑥, 𝜆) ≥ 0 

b) ∫ 𝑓(𝑥, 𝜆) 𝑑𝑥 = 1
∞ 

−∞
 

c) if   𝜆 = 0, then we get the standard normal distribution and is given,𝑓(𝑥, 𝜆) =
1

√2𝜋
e−  

𝑥2

2  

d) If X~ 𝑇𝑆𝑁(𝑋, 𝜆)then -X~ 𝑇𝑆𝑁(𝑋,−𝜆) 

e) Plots of the probability density function : the plots of the probability density function of 𝑇𝑆𝑁(⅄) 

distribution for different choices of the parameter , is plotted in Figure 2. 

𝑓(𝑥, 𝜆) =
1

√2𝜋
e−  

𝑥2

2 (1 + Tanh [
𝜆x

2
]) , −∞ < 𝑥 < ∞,      𝜆 ∈ 𝑅 

 
Figure2. illustrates the shape of the probability density function for  λ= 0, -2, 3, 10, -100. 

Remark 1. 

from the Figure2 , when ,λ → ±∞ the probability density function of the standard Tanh skew- normal 

distribution(TSN(λ))  converges to the  half normal density function. 
Remark 2. 

Throughout the rest of this paper (unless otherwise stated ), we shall assume that λ > 0, since the 

corresponding results for λ < 0, can be obtained using the fact that (−X ) has the density function 

𝑓(𝑥) = 2𝜙(𝑥) 𝐺(−𝜆𝑥). 

3.2 Expansions of the cumulative distribution function: 

In this  subsection, we introduce the expansion forms for thecumulative distribution function(cdf) for 

the standardTanhskew normal distribution ,  we write it’s at following , 

𝐹(𝑥)  = ∫𝑓(𝑥)

𝑥

−∞

𝑑𝑥 = ∫𝑓(𝑥)

𝑥

0

𝑑𝑥 + ∫𝑓(𝑥)

0

−∞

𝑑𝑥 

where 𝐹(𝑥) is definite the cumulative function. 

1) If𝑥 ≥ 0, λ > 0, and writing ,𝐹1(𝑥) = 𝐴 + 𝐵 

𝐴 = ∫𝑓(𝑥)

𝑥

0

𝑑𝑥, 𝐵 = ∫𝑓(𝑥)

0

−∞

𝑑𝑥 

Substituting about  𝑓(𝑥)  in equation (8), we getting, 

𝐴 = ∫
2

√2𝜋
𝑒−  

𝑥2

2 (∑ (−1)𝑘
∞

𝑘=0
𝑒−𝑘𝜆𝑥)

𝑥

0

𝑑𝑥 = √
2

𝜋
∑ (−1)𝑘∫ 𝑒− 

𝑥2

2
 –𝑘𝜆𝑥

𝑥

0

∞

𝑘=0
  𝑑𝑥 , 
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𝐴 =∑ (−1)𝑘
∞

𝑘=0
 𝑒( 

𝑘2𝜆2

2
)
{  𝑒𝑟𝑓 [

1

√2
  (𝑥 + 𝑘𝜆)] − 𝑒𝑟𝑓 [

1

√2
  (𝑘𝜆)]} 

 

 

 

 

 

 

 

From above equations (A,B), we get the cumulative function, 𝜆 > 0 

𝐹1(𝑥) =

{
 
 

 
 ∑ (−1)𝑘

∞

𝑘=0
 𝑒
(
𝑘2𝜆2

2
)
{𝑒𝑟𝑓 [

𝑥 + 𝑘𝜆

√2
] − 𝑒𝑟𝑓 [

𝑘𝜆

√2
]}

+  ∑ (−1)𝑘
∞

𝑘=0
 𝑒
(𝑘+1)2𝜆2

2 𝑒𝑟𝑓𝑐 [
(𝑘 + 1)𝜆

√2
],         𝑥 ≥ 0,     

 (10) 

2) If 𝒙 < 0,   𝜆 > 0,  the cumulative distribution function is, 

 𝐹2(𝑥)   = ∫𝑓(𝑥)

𝑥

−∞

𝑑𝑥 ==
2

√2𝜋
∑ (−1)𝑘

∞

𝑘=0
∫𝑒

−𝑥2

2
+(𝑘+1)𝜆𝑥

𝑥

−∞

 𝑑𝑥  

 𝐹2(𝑥) =∑ (−1)𝑘
∞

𝑘=0
 𝑒
(𝑘+1)2𝜆2

2 {𝑒𝑟𝑓𝑐 [
𝜆(𝑘 + 1) −   𝑥

√2
]} , 𝑥 < 0 

 

 

 

(11) 

Since,  from equations  (10),(11), the cumulative distribution function is,𝐹(𝑥) =

𝐹𝟏(𝑥) + 𝐹𝟐(𝑥) =

{
 
 

 
 

+

∑ (−1)𝑘∞
𝑘=0  𝑒

(
𝑘2𝜆2

2
)
{𝑒𝑟𝑓 [

(𝑥+𝑘𝜆)

√2
] − 𝑒𝑟𝑓 [

(𝑘𝜆)

√2
]}

∑ (−1)𝑘∞
𝑘=0  𝑒

(𝑘+1)2𝜆2

2 𝑒𝑟𝑓𝑐 [
(𝑘+1)𝜆

√2
] ,                𝑥 ≥ 0

∑ (−1)𝑘∞
𝑘=0  𝑒

(𝑘+1)2𝜆2

2 𝑒𝑟𝑓𝑐 [
(𝑘+1)𝜆 −  𝑥

√2
] , 𝑥 < 0

 

 

(12) 

 

Similarly,  if   λ < 0,  By using the dinsty function in equation (9) we getting, 

The Cumulative distribution function is, 

𝐹(𝑥) =

{
  
 

  
 ∑ (−1)𝑘

∞

𝑘=0
 𝑒
(𝑘+1)2𝜆2

2 {𝑒𝑟𝑓 [
1

√2
  𝑥 − 

(𝑘 + 1)𝜆

√2
] + 𝑒𝑟𝑓 [

(𝑘 + 1)𝜆

√2
]}

+   ∑ (−1)𝑘
∞

𝑘=0
𝑒
(
𝑘2𝜆2

2
)
{1 + 𝑒𝑟𝑓 [

𝑘𝜆

√2
]} ,                       𝑥 ≥ 0

∑ (−1)𝑘
∞

𝑘=0
 𝑒( 

𝑘2𝜆2

2
) {1 + 𝑒𝑟𝑓 [

1

√2
  𝑥 +

𝑘𝜆

√2
]}  ,              𝑥 < 0

}
  
 

  
 

 
 

(13) 

where (erf) is denoted error function, and its donation,   (1) 𝑒𝑟𝑓 ( 𝑥) =
2

√𝜋
∫ 𝑒−𝑥

2𝑥

0
, (erfc) is denoted 

complement error function,   (2) 𝑒𝑟𝑓𝑐( 𝑥) = 1 − 𝑒𝑟𝑓 (𝑥)) 

3..2.1  plots of the cumulative distribution function 

the plots of The cumulative distribution function with different choices parameter 𝜆,  is shown in figure 4. 

Similarly, 𝐵 = ∫ 𝑓(𝑥)
0

−∞
𝑑𝑥𝐵 = ∫ 𝑓(𝑥)

0

−∞
𝑑𝑥 =

2

√2𝜋
∑ (−1)𝑘∞
𝑘=0 ∫ 𝑒−  

1

2
𝑥2+(𝑘+1)𝜆𝑥𝑑𝑥

0

−∞
 

𝐵 =  ∑ (−1)𝑘
∞

𝑘=0
 𝑒
(𝑘+1)2𝜆2

2 [𝑒𝑟𝑓𝑐 [
(𝑘 + 1)𝜆

√2
]] 
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Figure 3. Plots of the cumulative distribution function (cdf) of TSN(λ))  ,λ= 0, 2, 4, -2, -10. 

3.2.2.  Properties of the Cumulative distribution function 

a) if   λ = 0,  The Cumulative distribution function is stander normal distribution 

b) The skewness of the distribution(𝑇𝑆𝑁(⅄)) increases as the value of λ increases in absolute. 

c) When λ → ±∞ The Cumulative distribution function of the standard tanh skew- normal distribution (TSN 

(λ)) converges to half normal density function. 

d) 0 ≤ 𝐹(𝑥) ≤ 1 

4. Statistical Properties 

In this section, Let us view different moments of 𝑇𝑆𝑁(0,1, 𝜆)distribution. By using the moment , we can study 

some of the most important characteristics and features of a distribution, such as moment generating function, 

characteristic function and moments.  

4.1. Moment Generating Function 

If  X  has the 𝑇𝑆𝑁(𝜆)distribution, 𝑎𝑛𝑑  𝜆 > 0 then the mgf is: 

𝑀𝑥(𝑡) =∑ (−1)𝑘
∞

𝑘=0
( 𝑒

1

2
( 𝑘𝜆−𝑡 )2

[𝑒𝑟𝑓𝑐 (
1

√2
(𝑘𝜆 −   𝑡)]

+  𝑒
1

2
((𝑘+1)𝜆+𝑡)

2

⌈𝑒𝑟𝑓𝑐 (
1

√2
((𝑘 + 1)𝜆 + 𝑡))⌉) 

 

(14) 

4.2. The characteristic function  

 The characteristic function of X is: 

𝐸[exp (𝑖𝑡𝑋)] =∑ (−1)𝑘
∞

𝑘=0
{ 𝑒

[(𝑘+1)𝜆+𝑖𝑡]2

2 erfc [
(𝑘 + 1)𝜆 + 𝑖𝑡

√2
] −  e

1

2
( 𝑘𝜆−𝑖𝑡 )2 (erfc [

𝑘𝜆 − 𝑖𝑡

√2
])} 

 

(15) 

Where , 𝜆 > 0, 𝑖 = √−1 

4.3 General Moments 

If X~ 𝑇𝑆𝑁(0, 𝜆) is a  random variable,  the r-th moments of X, is defined as  

�́�𝑟 = 𝐸(𝑋
𝑟) = ∫ 𝑥𝑟

∞

−∞

𝑓(𝑥) 𝑑𝑥,                             

Using these representations and properties in Sections 2.3 of  (Prudnikov et al.[13, volume 1]), one can obtain, 

𝐸(𝑋𝑟) = 𝜆∑ (−1)𝑘
∞

𝑘=0
{
𝜕𝑟

𝜕𝑞𝑟
 𝑒
(𝑘+1)2𝜆2

2 𝑒𝑟𝑓𝑐 [
(𝑘 + 1)𝜆

√2
] + (−1)𝑟

𝜕𝑟

𝜕𝑠𝑟
𝑒
𝑘2𝜆2

2 𝑒𝑟𝑓𝑐 [
𝑘𝜆

√2
]} (16) 

Where q = 𝜆(𝑘 + 1), 𝑠 = 𝜆𝑘 
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4.2.1 Mean 

For r= 1 Equation (16), yields the mean (𝐸(𝑋) = �́�1) of 𝑇𝑆𝑁(𝜆)that is given by: 

 μ́1 = E(X) =∑ (−1)k
∞

k=0
{λ(k + 1) e

(k+1)2λ2

2 erfc [
(k + 1)λ

√2
] − kλe

k2λ2

2 (erfc [
kλ

√2
])} (17) 

We derive the moment generating function at 𝑡 = 0 we can getting the four first moments  by using 

mgf(𝑀𝑥(𝑡)), and formula �́�𝑟  is  

 �́�𝑟 =
𝑑𝑟

𝑑𝑡𝑟
(𝑀𝑥(𝑡)) , 𝑡 = 0 

2)  𝐸(𝑋2) =∑ (−1)𝑘
∞

𝑘=0

{
 
 

 
 
−√

2

𝜋
𝑘𝜆 + (𝑘2𝜆2 + 1)𝑒

𝑘2𝜆2

2 𝑒𝑟𝑓𝑐 [
𝑘𝜆

√2
] − √

2

𝜋
𝜆(𝑘 + 1)

+((𝑘 + 1)2𝜆2 + 1)𝑒
(𝑘+1)2𝜆2

2 (𝑒𝑟𝑓𝑐 [
(𝑘 + 1)𝜆

√2
])

}
 
 

 
 

 (18) 

3) 𝐸(𝑋3) =∑ (−1)𝑘
∞

𝑘=0

{
 
 

 
 

−√
2

𝜋
(2𝑘 + 1)𝜆2 −  𝑘𝜆(3 + 𝑘2𝜆2)𝑒0.5𝑘

2𝜆2𝑒𝑟𝑓𝑐 ⌈
1

√2
 𝑘𝜆⌉

+ 𝜆(𝑘 + 1)((𝑘 + 1)2𝜆2 + 3) 𝑒
1

2
(𝑘+1)2𝜆2𝑒𝑟𝑓𝑐 ⌈

1

√2
((𝑘 + 1)𝜆)⌉

}
 
 

 
 

 (19) 

4) 𝐸(𝑋4) =∑ (−1)𝑘
∞

𝑘=0

{
 
 
 

 
 
 

−√
2

𝜋
𝜆(𝑘 + 1)(5 + (𝑘 + 1)2𝜆2) − √

2

𝜋
𝑘𝜆(5 + 𝑘2𝜆2)

+(𝑘4𝜆4 + 6𝑘2𝜆2 + 3)𝑒
𝑘2𝜆2

2 𝑒𝑟𝑓𝑐 [
𝑘𝜆

√2
]

+((𝑘 + 1)4𝜆4 + 6(𝑘 + 1)2𝜆2 + 3)𝑒
(𝑘+1)2𝜆2

2 𝑒𝑟𝑓𝑐 [
(𝑘 + 1)𝜆

√2
]
}
 
 
 

 
 
 

 (20) 

4.2.2 Central Moments  

The central moments ( 𝜇𝑟) of X can be calculated as,   

𝜇𝑟 = 𝐸[(𝑋 − �́�1)
𝑟]   ,  where �́�1 is the mean of X,  

𝜇𝑟 = ∫ (𝑥 − �́�1)
𝑟

∞

−∞

𝑓(𝑥) 𝑑𝑥,                             𝜆 > 0 

By using binomial expansion  

(𝑎 − 𝑏)𝑚 =∑(−1)𝑗
𝑚

𝑗=0

(
𝑚

𝑗
) 𝑏𝑗𝑎𝑚−𝑗 

𝜇𝑟 =∑(−1)𝑗
𝑟

𝑗=0

(
𝑟

𝑗
) (�́�1)

𝑗∫ 𝑥𝑟−𝑗
∞

−∞

𝑓(𝑥) 𝑑𝑥,        𝜆 > 0 

𝜇𝑟 = ∑ (−1)𝑗𝑟
𝑗=0 (𝑟

𝑗
) (�́�1)

𝑗�́�𝑟−𝑗                           (21) 

Where  𝜇1 =  �́�1.Then,  the variance of  𝑇𝑆𝑁(𝜆)  distribution is given by:𝜇2 =  �́�2 −  �́�1
2,  𝜇3 =  �́�3 − 3 �́�2 �́�1 +

2 �́�1,
2 ,     𝜇4 =  �́�4 − 4 �́�3 + 6 �́�2 �́�1

2 − 3 �́�1,
4 ,   etc.  Also, the skewness𝛾1 = 𝜇3 /𝜇2

3

2 ,  

and kurtosis 𝛾2 = 𝜇4 /𝜇2
2 follow from the second, third and fourth moments. 

 

4.2.3 Mean Deviation 

Let X be a random variable that follows 𝑇𝑆𝑁(𝜆)  distribution with median m and 
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mean 𝜇. In this subsection, we inferred the mean deviation from the mean and the median. 

1) The form of the mean deviation from the mean of the 𝑇𝑆𝑁(𝜆)  distribution is, 

𝐸(|𝑋 − 𝜇|) = ∫ |𝑋 − 𝜇|
∞

−∞

𝑓(𝑥) 𝑑𝑥,        

= ∫ (𝜇 − 𝑥)
𝜇

−∞

𝑓(𝑥) 𝑑𝑥   +   ∫ (𝑥 − 𝜇)
∞

𝜇

𝑓(𝑥) 𝑑𝑥        

𝐸(|𝑋 − 𝜇|) =  2 𝜇 𝐹(𝜇)   −2∫ 𝑥𝑓(𝑥)
𝜇

−∞

𝑑𝑥 ,     

• If𝜇 ≥ 0 

𝐸(|𝑋 − 𝜇|) =  2 𝜇 

{
 
 

 
 ∑ (−1)𝑘

∞

𝑘=0
 𝑒
(
𝑘2𝜆2

2
)
{𝑒𝑟𝑓 [

𝜇 + 𝑘𝜆

√2
] − 𝑒𝑟𝑓 [

𝑘𝜆

√2
]}

+ ∑ (−1)𝑘
∞

𝑘=0
 𝑒
(𝑘+1)2𝜆2

2 𝑒𝑟𝑓𝑐 [
(𝑘 + 1)𝜆

√2
],                  

}
 
 

 
 

− 2∑ (−1)𝑘 {(𝑘 + 1)𝜆 𝑒
(𝑘+1)2𝜆2

2 𝑒𝑟𝑓𝑐 [
(𝑘 + 1)𝜆

√2
] − 1}

∞

𝑘=0
− 2∫ 𝑥𝑓(𝑥)

𝜇

0

𝑑𝑥 ,     

• If  𝜇 < 0 

𝐸(|𝑋 − 𝜇|)   =   2 𝜇∑ (−1)𝑘
∞

𝑘=0
 𝑒
(𝑘+1)2𝜆2

2 𝑒𝑟 𝑓𝑐 [
(𝑘 + 1)𝜆 −   𝜇

√2
] − 2∫ 𝑥𝑓(𝑥)

𝜇

−∞

𝑑𝑥 ,     

3) The form of the mean deviation from the median of the 𝑇𝑆𝑁(𝜆)  distribution 

𝐸(|𝑋 −𝑚|) = ∫ |𝑋 −𝑚|
∞

−∞

𝑓(𝑥) 𝑑𝑥,        

The expression for 𝐸(|𝑋 −𝑚|)is the same with μ replaced by m. 

4.4 Location Scale Extension: 

The location and scale extension of 𝑇𝑆𝑁(𝜇, 𝜎, 𝜆)distribution is as follows. If 

Z ~ 𝑇𝑆𝑁(𝜇, 𝜎, 𝜆) then X= 𝑍 𝜎 + 𝜇, is said to be the location (𝜇) and scale (𝜎) extension of Z and has the density 

function is given by 

𝑓(𝑧, 𝜆) = 2ϕ(
x−𝜇

𝜎
)𝐺 (

𝜆(𝑥−𝜇)

𝜎
) ,            

where, (z, 𝜇, 𝜎, 𝜆) 𝜀R, and 𝜎 > 0   We denote it by X ~  𝑇𝑆𝑁(𝜇, 𝜎, 𝜆) 

5. Parameter Estimation and Applications  

5.1 Likelihood function and maximum likelihood estimates. 

 In this section, the ML method is considered to estimate the parameters of  𝑇𝑆𝑁(𝜇, 𝜎, 𝜆) distribution.  

Let (𝑥1, 𝑥2, … . . 𝑥𝑛) be a random sample with size 𝑛  from the  𝑇𝑆𝑁(𝜇, 𝜎, 𝜆) , with pdfby    𝑓(𝑥𝑖, 𝜇, 𝜎, 𝜆) =

2ϕ(
𝑥𝑖−𝜇

𝜎
)𝐺 (

𝜆(𝑥𝑖−𝜇)

𝜎
), Also, we assume thatΘ = (𝜇, 𝜎, 𝜆)𝜏 is the (r ∗l)unknown parameter vectors, the log-

likelihood function is defined by: 

𝑙(Θ) = Log L𝑛(Θ 𝑥1, 𝑥2, … . , 𝑥𝑛⁄ ) = Log L𝑛(Θ/𝑥𝑖)) 

Where, L𝑛(Θ/𝑥𝑖) = ∏ 𝑓(𝑥𝑖,
𝑛
𝑖=1 Θ) is the likelihood function.We can derive the likelihood function 

of  𝑇𝑆𝑁(𝜇, 𝜎, 𝜆)  distribution as, 

L𝑛(Θ/𝑥𝑖) =∏2ϕ(
𝑥𝑖 − 𝜇

𝜎
)𝐺 (

𝜆(𝑥𝑖 − 𝜇)

𝜎
)

𝑛

𝑖=1

 

Where,𝜙 (
𝑥𝑖−𝜇

𝜎
) =

1

𝜎√2𝜋
e
− 
1

2
(
𝑥𝑖−𝜇

𝜎
)
2

, , − ∞ <  𝑥 < ∞,    𝜇 𝜖 𝑅 ,   𝜎 > 0 
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is the probability density function of normal distribution and 𝐺(𝜆𝑥) is the skew function 

𝐺(𝜆𝑥) = 0.5 (1 + Tanh [
𝜆x

2
]) =

1

1 + 𝑒
− λ(

𝑥𝑖−𝜇

𝜎
)
𝜇 𝜖 𝑅 ,     𝜎 > 0,   𝜆 𝜖 𝑅 

Where, 𝜆, is skew parameter  

L𝑛(𝜇, 𝜎, 𝜆/𝑥𝑖) =∏
2

𝜎√2𝜋

e
− 
1

2
(
𝑥𝑖−𝜇

𝜎
)
2

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]

𝑛

𝑖=1

 

Thus, the log-likelihood function of  𝑇𝑆𝑁(𝜇, 𝜎, 𝜆)  distribution is obtained as: 

𝑙(Θ) = Log L𝑛(𝜇, 𝜎, 𝜆|𝑥𝑖) = Log [
2

𝜎√2𝜋
]
𝑛

−
1

2
∑(

𝑥𝑖 − 𝜇

𝜎
)
2

−∑Log [1 + 𝑒−
𝜆(𝑥𝑖 − 𝜇)

𝜎
]

𝑛

𝑖=1

𝑛

𝑖=1

 (22) 

𝑙(Θ) = n Log (2) − n Log 𝜎 −
𝑛

2
𝐿𝑜𝑔 (2𝜋) −

1

2
∑(

𝑥𝑖 − 𝜇

𝜎
)
2

−∑Log [1 + 𝑒−
𝜆(𝑥𝑖 − 𝜇)

𝜎
]

𝑛

𝑖=1

𝑛

𝑖=1

 (23) 

The first derivatives of Equation (23) with respect to 𝜇, 𝜎,and λ respectively is given by: 

𝜕𝑙(Θ)

𝜕𝜇
=
𝜕𝑙(𝜇, 𝜎, 𝜆)

𝜕𝜇
=
1

𝜎
∑(

𝑥𝑖 − 𝜇

𝜎
)

𝑛

𝑖=1

−
𝜆

𝜎
 (24) 

𝜕𝑙(Θ)

𝜕𝜎
=
𝜕𝑙(𝜇, 𝜎, 𝜆)

𝜕𝜎
=
−𝑛

𝜎
+
1

𝜎
∑(

𝑥𝑖 − 𝜇

𝜎
)
2

𝑛

𝑖=1

−
𝜆

𝜎
∑

(𝑥𝑖−𝜇)

𝜎
𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]

𝑛

𝑖=1

 (25) 

𝜕𝑙(Θ)

𝜕𝜆
=
𝜕𝑙(𝜇, 𝜎, 𝜆)

𝜕𝜆
=∑

(𝑥𝑖−𝜇)

𝜎
𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]

𝑛

𝑖=1

 (26) 

Equate the Equations (24)-(26) to zero and solving them simultaneously yield the maximum likelihood 

estimators (MLEs) of 𝑇𝑆𝑁(𝜇, 𝜎, 𝜆)  distribution parameters,  then, from (24, 25, and 26), we get  

∑(
𝑥𝑖 − 𝜇

𝜎
)

𝑛

𝑖=1

=  𝜆∑
𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]

𝑛

𝑖=1

 (27) 

∑(
𝑥𝑖 − 𝜇

𝜎
)
2

𝑛

𝑖=1

− 𝜆∑

(𝑥𝑖−𝜇)

𝜎
𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]

𝑛

𝑖=1

= 𝑛 (28) 

∑

(𝑥𝑖−𝜇)

𝜎
𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]

𝑛

𝑖=1

= 0 (29) 

Clearly, these equations are not in explicit form, the solutions can be found by using a numerical method such 

as the Newton-Raphson procedure to obtain the MLEs of the parameters 𝜇, 𝜎,and λ To obtain the asymptotic 

confidence intervals (CIs) for the parameters of the 𝑇𝑆𝑁(𝜇, 𝜎, 𝜆)   distribution, the 3 × 3 𝐼𝑛(Θ) = 𝐼(𝜇, 𝜎, 𝜆)is 

required. Under certain regularity conditions, the MLEs asymptotically have multivariate normal distribution 

with mean vector (Θ⏟ = 0,0,0)  and variance- covariance matrix, which is given by the inverse of Fisher 

information: 

𝐼𝑛
−1(Θ̂) = 𝐼𝑛

−1(�̂�, �̂�, �̂�)(30) 

for more details about asymptotic confidence intervals. The 𝐼𝑛(Θ)depends on Θ, the observed Fisher 

information matrix 𝐼𝑛(Θ̂)May be used instead of the 𝐼𝑛(Θ)  the estimation of the variance of 

𝐼𝑛(Θ̂) = 𝐼𝑛( �̂�, �̂�, �̂�) 
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𝐼𝑛(Θ̂) = − [

𝐼𝜇𝜇 𝐼𝜇𝜎 𝐼𝜇𝜆
𝐼𝜎𝜇 𝐼𝜎𝜎 𝐼𝜎𝜆
𝐼𝜆𝜇 𝐼𝜆𝜎 𝐼𝜆𝜆

]

(�̂�=𝜇,�̂�=𝜎,�̂�=𝜆)

(31) 

Where, 𝐼𝑖𝑗 = 𝐸 [
𝜕2𝐿𝑜𝑔 ℓ 

𝜕𝜃𝑖𝜕𝜃𝑗
]regrettably, the accurate mathematical expressionsfor the above expectation are very 

hard to obtain. Therefore, the observed Fisher information matrix is given by which is obtained by𝐼𝑖𝑗 =

[
𝜕2𝐿𝑜𝑔 ℓ 

𝜕𝜃𝑖𝜕𝜃𝑗
]  dropping the expectation on operation The elements of the 𝐼𝑛(Θ̂)are given by the following equations, 

𝐼𝜇𝜇 = 𝐸 [
𝜕2

𝜕𝜇2
Log 𝐿𝑛(𝜇, 𝜎, 𝜆)] =

−𝑛

𝜎2
−
𝜆2

𝜎2
∑𝛦(

𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]
) +

𝑛

𝑖=1

𝜆2

𝜎2
∑𝛦(

𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]
)

2
𝑛

𝑖=1

 (32) 

𝐼𝜎𝜎 =  

(

 
 
 
 
𝑛

𝜎2
−
2

𝜎2
∑𝐸(

𝑥𝑖 − 𝜇

𝜎
)
2

𝑛

𝑖=1

+
2𝜆

𝜎2
∑𝐸(

(𝑥𝑖−𝜇)

𝜎
𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]
)

𝑛

𝑖=1

−
𝜆2

𝜎2
∑𝐸(

(
𝑥𝑖−𝜇

𝜎
)
2
𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]
)

𝑛

𝑖=1

+
𝜆2

𝜎2
∑𝐸

𝑛

𝑖=1

(
(
𝑥𝑖−𝜇

𝜎
) 𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]
)

2

)

 
 
 
 

 (33) 

𝐼𝜆𝜆 = − ∑𝐸(
(
𝑥𝑖−𝜇

𝜎
)
2
𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]
)

𝑛

𝑖=1

+∑𝐸((
𝑥𝑖 − 𝜇

𝜎
)
2

(
𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]
)

2

)

𝑛

𝑖=1

 (34) 

𝐼𝜇𝜎 = 𝐼𝜎𝜇 = 𝐸 [
𝜕 

𝜕𝜇
(
𝜕

𝜕𝜎
Log 𝐿𝑛(𝜇, 𝜎, 𝜆))]

= −
2

𝜎2
∑𝐸(

𝑥𝑖 − 𝜇

𝜎
)

𝑛

𝑖=1

+
𝜆

𝜎2
∑𝐸(

𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎

1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎

)

𝑛

𝑖=1

−
𝜆2

𝜎2
∑𝐸(

(𝑥𝑖−𝜇)

𝜎
𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎

)

𝑛

𝑖=1

+
𝜆2

𝜎2
∑𝐸

(

 
 
(
𝑥𝑖 − 𝜇

𝜎
)(

𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎

1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎

)

2

)

 
 

𝑛

𝑖=1

 

 

 

(35) 

𝐼𝜇𝜆 = 𝐼𝜆𝜇 = 𝐸 [
𝜕 

𝜕𝜇
(
𝜕

𝜕𝜆
Log 𝐿𝑛(𝜇, 𝜎, 𝜆))]

=
−1

𝜎
∑𝐸(

𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎

1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎

)

𝑛

𝑖=1

+
𝜆

𝜎
∑𝐸(

(𝑥𝑖−𝜇)

𝜎
𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎

)+
𝜆

𝜎
∑𝐸

(

 
 
(
𝑥𝑖 − 𝜇

𝜎
)(

𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎

1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎

)

2

)

 
 

𝑛

𝑖=1

𝑛

𝑖=1

 

 

(36) 
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𝑰𝝈𝝀 = 𝑰𝝀𝝈 = 𝐸 [
𝜕 

𝜕𝜎
(
𝜕

𝜕𝜆
Log 𝐿𝑛(𝜇, 𝜎, 𝜆))]

=
−1

𝜎
∑𝐸{

(𝑥𝑖−𝜇)

𝜎
𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]
}

𝑛

𝑖=1

+
𝜆

𝜎
∑𝐸{

(
𝑥𝑖−𝜇

𝜎
)
2
𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]
}

𝑛

𝑖=1

+
𝜆

𝜎
∑𝐸(

(
𝑥𝑖−𝜇

𝜎
) 𝑒−

𝜆(𝑥𝑖−𝜇)

𝜎

[1 + 𝑒−
𝜆(𝑥𝑖−𝜇)

𝜎
]
)

2
𝑛

𝑖=1

 

 

(37) 

 

The approximate (1−δ )100% CIs of the parameters of 𝑇𝑆𝑁(𝜇, 𝜎, 𝜆) are respectively, given by: �̂� ±

𝑍𝛿
2

√𝑉(�̂�)   ,   σˆ ± 𝑍𝛿
2

√𝑉 ( σˆ ), and λˆ ± 𝑍𝛿
2

√𝑉 (λˆ) ) where, 𝑉(�̂�), V (σˆ ) ) and  V (λˆ )are the variances of�̂�  , 

σˆ and  λˆ which are given by the diagonal elements of  𝐼𝑛
−1(Θ̂) = 𝐼𝑛

−1(�̂�, �̂�, �̂�)and 𝑍𝛿
2

 is the upper( δ / 2 ) 

percentile of the standard normal distribution. 

5.2. Real Life Applications 

In this section, we illustrate an application of the TSN(μ,σ,λ) distribution on the skew data set, for example, the 

data set is the white cells count (WCC) of 202 Australian athletes, given in ( Cook and Weisberg (1994) ) for 

the data fitting. Using GenSA package in R we have fitted our proposed distribution. We apply the values of log 

likelihood function (Log), Kolmogorov-Smirnov (K-S), P-value of (K-S) statistics to verify which distribution 

better fits these data. The model selection was carried out using the AIC (Akaike information criterion), the 

Second Order of Akaike Information Criterion (AICc) and the BIC (Bayesian information criterion)  

𝐴𝐼𝐶 = −2 ∗  𝑙(Θ̂) + 2𝑘 

𝐴𝐼𝐶𝑐 = 𝐴𝐼𝐶 +
2𝑘(𝑘 + 1)

𝑛 − 𝑘 − 1
 

𝐵𝐼𝐶 = −2 ∗  𝑙(Θ̂) + 𝑘 ∗ 𝐿𝑜𝑔(𝑛) 

where,(Θ ̂ ) denotes the log-likelihood function evaluated at the maximum likelihood estimates, (k) is the 

number of parameters, and ( n) is the sample size.  

We compare the results of our distribution TSN(μ,σ,λ), with the corresponding distribution of the skew-normal 

SN(μ,σ,λ) distribution Azzalini (1985),Skew logistic SL(μ,σ,λ) ,Alpha Skew-Normal Distribution 𝐴𝑆𝑁(𝜇, 𝜎, 𝛼) 

and normal N(μ,σ^2) distribution, MLEs, AIC, BIC, and AICc for the parameters of distributions are given in 

Table 1.  

Table 1: MLE’s, , AIC, BIC and AICc for the real data set. 

 

Model MLE estimate Statistics 

�̂� �̂� �̂� 𝛼 AIC BIC AICc 

𝑵(𝝁, 𝝈𝟐) 7.109 1.796 - - 813.838  820.455 724.245 

𝑺𝑵(𝝁, 𝝈, 𝝀) 5.105 2.691 1.729 - 798.322 808.247 784.587 

𝑺𝑳(𝝁, 𝝈, 𝝀) 5.319 2.544 1.672 - 769.062 877.998 655.067 

𝑨𝑺𝑵(𝝁, 𝝈, 𝜶) 6.224 1.872 - 1.542 753.012 817.145 724.019 

𝑻𝑺𝑵(𝝁, 𝝈, 𝝀) 4.83 1.51 2.542 - 711.70  798.06 640.06 

 

http://www.ijsrst.com/


International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 5 | Issue 8 

 

© 2020 IJSRST | Print ISSN: 2395-6011 | Online ISSN: 2395-602X | Published : 18/12/2020-31-44 

 

 

 

 

 
42 

Remark: The observed variance-covariance matrix of the MLEs of the parameters 

Θ̂ = ( �̂�, �̂�,  �̂�) of  𝑇𝑆𝑁(𝜇, 𝜎, 𝜆),distribution from data set are  

𝐼𝑛(Θ̂) =  [
0.1363 0.0337 0.0347
0.0328 0.0199 0.00194
0.0338 0.00194 0.0176

] 

Table 2, provides the values of log-likelihood function (Log ), Kolmogorov-Smirnov (K-S),  P-value. It is 

evident 

 

Table 2. The statistics -LOG, K-S, P-value for the real data set. 

 

Model Statistics 

    Log 𝐿 K-S  P-value  

𝑵(𝝁, 𝝈𝟐) -404.919 0.094 0.606 

𝑺𝑵(𝝁, 𝝈, 𝝀) -396.161 0.084 0.754 

𝑺𝑳(𝝁, 𝝈, 𝝀) -370.531 0.097 0.771 

𝑨𝑺𝑵(𝝁, 𝝈, 𝜶) -399.452 0.095 0.740 

𝑻𝑺𝑵(𝝁, 𝝈, 𝝀) -385.369 0.073 0.652 

 

From Table 1, Table 2 that, the 𝑇𝑆𝑁(𝜇, 𝜎, 𝜆), distribution has the lowest statistics among all fitted models. 

Hence, this distribution can be chosen as the best model for fitting this data set. 

Plots of the  estimated density function of the real data set in Figure 4(a):  

 

x 

Figure 4(a): the plots of observed and expected densities of some distributions  

for white cells count (WCC) of 202 Australian athletes. 

 

plots of empirical distribution and estimated cdf  for the real data set. 

F(x) Cumulative distributions (cdf). 
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x 

Figure 4(b): the plots of empirical distribution and estimated cdf 

 white cells count (WCC) of 202 Australian athletes. 

 

III. CONCLUSION 

 

A new skew TSN(μ,σ,λ),distribution is constructed 

using a skew function (which is not a cdf) and some 

of its distributional properties are studied. The 

distribution is fitted to real life data sets and is found 

to perform better in real life data modeling in 

comparison to the skew-normal SN(μ,σ,λ) 

distribution Azzalini (1985),Skew logistic SL(μ,σ,λ), 

Alpha Skew-Normal Distribution  𝐴𝑆𝑁(𝜇, 𝜎, 𝛼)  and 

normal N(μ,σ^2)equally well in the other case.  

Investigation of more skew TSN (μ,σ,λ), distribution 

considering different skew functions is currently 

under consideration. 
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ABSTRACT 

 

Data exfiltration is a serious cybercrime facing many organizations worldwide. Over the past few years, notable 

organizations such as the Google, Yahoo, the Pentagon, Iran nuclear facility and the United States military 

contractors and banks have fallen victims of data exfiltration. The current techniques for averting these threats 

revolve around firewalls, intrusion detection systems, intrusion prevention techniques, firewalls, anti-virus an 

anti-malware. However, despite heavy deployment of these devices, attackers still continue to wreck havoc on 

organizations and individuals, stealing their sensitive data. The aim of this paper was therefore to explore how 

the current techniques for data loss prevention fail. The results of this analysis revealed that these techniques 

either use whitelists, blacklists, signature-based scanning, behavioral analysis of programs which are not 

sufficient to counter attacks based on zero day vulnerabilities. Based on these shortcomings, a novel data 

exfiltration prevention algorithm is proposed towards the end of this paper. This algorithm is suggested to employ 

real-time traffic entropy coupled with heuristically computed functional correlations to detect data exfiltrations. 

The premises of this algorithm and its operations are discussed at the last section of this paper. 

Keywords : Data exfiltration, algorithm, IDS, IPS, anti-virus, anti-malware 

 

I. INTRODUCTION 

 

Data exfiltration is a form of illegal leakage of sensitive 

data from a particular organizational or individual 

system. According to Murtaza and Naveed (2016), this 

caliber of intrusion is hard to catch due to its careful 

planning and execution, often involving insider 

entities to leak facilitating information such as 

usernames and passwords. This is normally achieved 

through social engineering via email attachments or 

links which once opened or clicked, either directs the 

naïve user to a malicious website which installs the 

malware on the system, or directs runs and executes 

malicious activities. In most cases, the insider entity 

could be a person working in the target organization or 

a malicious hardware component bought from an 

unreliable third party.  

 

A typical scenario is where an employee in an 

organization plugs in a universal serial bus (USB) stick 

infected with a malware to a machine connected to the 

company intranet. This malware rides on the autorun 

feature and executes itself as a background process 

(Neeshu and Shitanshu, 2016). Afterwards, this 

malware gains root privileges through the exploitation 

of zero-day vulnerabilities inherent in software 

already installed on the target machine such as Acrobat 
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Reader and Internet explorer.  Figure 1 that follows 

gives a depiction of the data exfiltration process. 

 

 
 

Figure 1 : Typical Data Exfiltration 

 

As this figure shows, the company network contains 

sensitive data such as credit card numbers which needs 

to be protected from the hackers. However, an hacker 

can employ social engineering tactics and send the 

malware in form of mail attachment which upon 

opening, installs itself on the victim network devices. 

The malware then establishes a communication with 

the hacker controlled command and control server for 

additional instructions. The hacker then locates the 

sensitive data within the network, aggregates it 

together and compresses it and finally transfers it 

outside the organization. 

 

Due to its stealth nature, this malware cannot be 

detected by the anti-virus, anti-malware or host-based 

intrusion detection systems since it hides behind a 

legitimate process through code injection. A number of 

these malware have modules for communicating with 

their designers, who can then use the obtained root 

privileges to install extra payload on the target 

machine to enable them scan the victim’s machine, 

search and discover the exact information being sought 

and relay it back to attacker server before destroying 

itself, hence doing ways with all traces of any attack. 

 

This makes forensic analysis of the attack a 

complicated affair since these malware have not only 

the ability to change log files but also hiding 

themselves behind legitimate programs. Another 

scenario would be for the attackers to exfiltrate data 

using insider hardware such as network interface cards 

(NICs) bought from unreliable vendors (Hanu and 

Dharani, 2015). The vendors might be working with 

attackers and hence could implant malicious firmware 

on the NICs such that all packets travelling from the 

target organization are duplicated and sent to a remote 

machine controlled by the attacker.  

 

As demonstrated above, data exfiltration attacks are in 

most cases very difficult to detect due to their 

multifaceted approach, using people or hardware 

within organizations, malware that hides and destroys 

themselves after a given period of time, their ability to 

masquerade as legitimate programs to prevent 

detection, and the malware ability to communicate 

with attackers to receive additional payloads or 

instructions. In the following section, a number of 

techniques that are currently being employed to curb 

these attacks are presented.  

 

II. CHALLENGES OF CURRENT DATA 

EXFILTRATION PREVENTION TECHNIQUES 

 

Due to their ability to completely bring down 

organizations by disclosing sensitive and classified 

information, data exfiltration has received much 

attention from both the academic field and the market 

field. A number of techniques and devices have been 

developed to try and at least detect early phases of data 

exfiltration.  According to Barbara (2013), firewalls 

employ policy based approach to detect and prevent 

attacks and can therefore be utilized to deter data 

exfiltration at the reconnaissance phase during which 

port scans and internet protocol IP) sweeps are carried 

out to identify potential targets and vulnerabilities. 

Figure 2 demonstrates how a firewall works. 
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Figure 2:  Firewall Operations 

 

This figure illustrates that the firewall sits between 

enterprise local area network and the public wide area 

network such as the internet. It filters all the traffic 

coming into the local area network as well as that 

leaving the local area network. However, as Sara et al., 

(2016) points out, even with the presence of firewalls, 

the malware can encrypt and route messages and 

information through allowed routes such as the hyper-

text transfer protocol’s port 80 to the command and 

control servers. This is achieved through tunneling in 

which malicious payload is hidden in legitimate traffic. 

The second device that can be utilized to curb data 

exfiltration is an anti-virus. Randy (2015) explains that 

although these anti-viruses may or may not be able to 

contain malicious code, they can prevent a number of 

Trojans and other infections from spreading to other 

network devices by examining the files, folders, mail 

messages and web pages in the computers. When the 

scanner detects something that looks like a virus, it 

quarantines the suspect object and warns you about 

what it found. Figure 3 provides an illustration on the 

operation of an anti-virus. 

 

 
Figure 3: Operation of Anti-virus 

 

In this figure, the anti-virus is shown to utilize five 

detection mechanisms for malicious software, namely 

the data mining, signature-based, heuristsic, 

behavioural and sandboxing techniques. Data mining 

techniques as employed in intrusion detection fall into 

one of two categories which are misuse detection and 

anomaly detection (Nadiammai and Hemalatha, 2013). 

In misuse detection, each instance in a data set is 

labeled as normal or intrusion and a learning algorithm 

is trained over the labeled data. These techniques have 

the ability of automatically retraining intrusion 

detection models on different input data that include 

new types of attacks, as long as they have been labeled 

appropriately. The strength of misuse detection is that 

it has a high degree of accuracy in identifying known 

attacks and their variations. Their main challenge is 

their inability to detect attacks whose instances have 

not yet been observed. On the other hand, anomaly 

detection builds models of normal behavior, and 

automatically detects any deviation from it, flagging 

the latter as suspect. The drawback of anomaly 

detection is its high rate of false alarms due to 

previously unseen yet legitimate system behaviors that 

may also be recognized as anomalies, and hence flagged 

as potential intrusions. 

 

An antivirus using heuristic detection seeks to detect 

malware by examining the code in a malicious program 

and analyzing its structure. It might run a process that 

simulates the actual running of the code it is examining. 

This is meant to identify additional code logic that may 

help it determine if the suspected virus is really a threat. 

A behavioral detection antivirus program works by 

looking for odd behavior in a program. It monitors the 

operating system, searching for suspicious events. As 

an illustration, if the antivirus program notices an 

attempt to change or modify a file or communicate 

over the web, it may take action and warn the user 

about the threat. It may also block the threat 

depending on its security settings. Sandboxing is 
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normally employed to separate running programs, and 

executing untested or un-trusted programs or codes 

from unverified third parties, suppliers, users or 

websites, so as to mitigate any risk the malicious 

program may pose to the host machine or operating 

system. 

 

On the flip side, Nikolaos (2015) point out that 

malware can hide in locations not scanned by anti-

virus software. Consequently, during scans, the anti-

virus may give erroneous reports regarding malware 

activities. In addition, some malware have the ability 

to stop their activities for some time so as to prevent 

their detection. 

 

On their part, Intrusion Detection system (IDS), 

network intrusion detection systems (NIDS) and 

intrusion Prevention Systems (IPS) either use 

signature-based or anomaly based approaches.  For the 

former case, all malicious pieces of software signatures 

are contained in an IDS or IPS database and the 

detection process involves comparing the signature of 

a given piece of software against the database 

signatures (Hanu and Dharani, 2015). As such, 

malicious software is identified when its signature 

matches one or more signatures in the database. Figure 

4 is an illustration of the operation of an IDS. 

 
Figure 4: Intrusion Detection System 

 

This figure points to the fact that an IDS sits between 

the intranet and the organizational firewall. It scans 

and detects any malicious activities within the 

network. However, as Barbara (2013) discusses, this 

approach is similar to the blacklist approach and can 

therefore not detect attacks for which a signature has 

not yet been created, such as zero-day exploits. Figure 

5 provides a pictorial view of an IPS. 

 

Just as was the case with IDS, the IPS sits next to the 

local area network to detect any anomalous activities. 

In addition to active detection, an IPS can actually 

carry out some preventive measures and therefore 

requires some form of manager to dictate the actions to 

be taken once malicious activities have been flagged 

down.  

 

Figure 5: Intrusion Prevention System 

 

The anomaly based approach relies on behavior 

analysis using machine learning to detect malicious 

piece of code in computer or network systems. Here, 

the behavior is classified as being acceptable or 

unacceptable and requires that a number of data sets be 

employed to train the learning agent o what constitute 

normal and abnormal behavious. As such, is a 

program’s behavior deviates from what is considered 

normal behavior, it is flagged as being malicious.  

 

However, machine-learning techniques are ideal in 

finding events similar to ones observed previously 

(Kateryna, 2017).Consequently, IDPS and IPS 

approaches demonstrate promising detection 

efficiency for specific training data sets, but are faced 
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with grave operational limitations when used in 

operational environments. In addition, behavioral 

analysis may fail to detect known attacks that could 

easily be detected with signature-based IDS if these 

attacks do not differ significantly from what the system 

establishes to be normal behavior.  Figure 6 provides 

an overview of the operation of the machine learning 

malware detection process. 

 
 

Figure 6: Machine Learning For Malware Detection 

 

From this figure, it is clear that machine learning 

requires an input, which is the malicious code or 

program to be analyzed. It also has a database of all 

normal or abnormal behaviours and a learning element 

to detect the malware behavior. The performance 

element is crucial for providing feedback on the 

detection ability of the learning element. 

 

Another technique that has gained popularity in as far 

as data loss exfiltration is concerned is the usage of 

anti-malware that make use of signature based 

scanning while a few of them use anomaly based 

approach. On the flip side, this anti-malware faces the 

same challenges as IDS and IPS. Ruchika (2013) points 

out that a grave concern is that attackers may test a 

great number of antivirus or anti-malware products 

and adapt their malware accordingly to escape 

detection. 

 

It is clear that the current data exfiltration prevention 

devices face serious challenges in detecting the initial 

stages of the data exfiltration processes which normally 

involve the usage of malware to identify vulnerabilities 

that can be exploited to leak data from the system. If 

these initial stages of malware infiltration are not 

detected and mitigated, the then malware reports back 

to the attacker who can advance to gaining 

administrative privileges and therefore access to 

sensitive data. Once this is accomplished, the data is 

amalgamated, compresses, encrypted and tunneled 

through HTTP or HTTPS in the full presence of the 

firewall. 

 

III.  STATE OF THE ART DATA EXFILTRATION 

MITIGATION APPROACHES 

 

In the wake of numerous data exfiltration attacks such 

as those ones involving Google, Yahoo and the U.S 

military, a number of researchers have come up with 

other techniques, methods and procedures that they 

believe could help mitigate data exfiltrations. One of 

these techniques is full packet capture which can 

intercept network traffic and archive it for analysis. 

This is ideal for after-attack forensic analysis and offer 

opportunity for in-depth analysis. However,  

according to Puneet (2013), this approach is very 

expensive, requires usage of external tools for low level 

traffic inspection, are fairly incompatible with other 

systems such as IDS and IPS, and provide massive data 

that presents storage constraints especially for high 

speed networks. 

 

Another recent development in the security sector is 

the use of security incident and event management 

systems that work by collecting network events from 

sources such as IDS, NIDS, antivirus and event logs 

from firewalls. Afterwards, statistical correlation is 

applied on the collected events to identify probable 

threats. However, as Gustav (2016) explain, this 

technique has limited efficiency in the detection of 

sophisticated attacks, and has limited time window 

during which the event correlations and hence 

incidents spread over a larger time period will never be 

correlated. As such, a carefully executed attack in form 

of a series of seemingly unrelated episodes can never 

be detected. In addition, the event correlation is 
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carried out centrally and hence limited by the 

availability of resources.   

 

Due to the complex and stealth nature of data 

exfiltration attacks, researchers are also exploring on 

mechanism that can help them the intruder attack 

vectors. Deception techniques such as honeypots, 

honeynets, honeywords, honeyusers and honeyfiles 

have been developed for this purpose. Honeypots and 

honeynets are deployed in internet facing and 

intranets to detect botnets and other attacks over 

wireless networks. On their part, honeyfiles have been 

employed to detect unauthorizes access to resources 

while honeywords and honeyusers have been utilized 

to track down compromised credentials. On the other 

hand, as Nikolaos (2015) explains, all these deception 

techniques fail to take into consideration the 

complicated maneuvers employed by experienced and 

skilled attackers. For instance, honeyfiles consist of 

codes that execute when the document is opened and 

conveys the report to the monitoring unit. An 

experienced attacker will decide not to open the file 

but exfiltrate and open it from an offline machine 

where the monitoring unit cannot be accessed.  

 

IV. Proposed Algorithm For Data Exfiltration 

Prevention 

 

A review of the current data exfiltration mechanisms 

have revealed that all of them fall short of the 

expectations in one way or the other. As such, this 

paper proposes a new data exfiltration algorithm for 

effective and efficient data loss prevention. This 

algorithm is based on information entropy, heuristics 

and functional correlations to detect and perform some 

preventive data exfiltration measures.  

Information entropy will be employed to segregate 

plaintext and encrypted traffic. The plaintext 

information utilizes the twenty six letters of the 

alphabet and hence will have lower entropy compared 

with encrypted information which can make use of the 

alphabet, numeric and special characters. 

Consequently, comparing the same set of data, high 

entropy will be observed if these data items are 

encrypted and lower entropy will be recorded when 

this data items are just in plaintext. 

 

Heuristics scanning will be employed to observe the 

behavior of the traffic that will be passing across the 

network. This behavior will be of two types: normal 

behavior and anomalous behavior. In case any 

anomalous behavior is observed, the algorithm will be 

designed in such a way that it will first alert and then 

take some preventive actions such as terminating the 

connection between the hacker controlled command 

and control centers and the victim’s computer systems. 

On the other hand, the traffic with expected behavior 

will be allowed to traverse the network.  

 

The last component of the proposed algorithm is the 

functional correlations of the network traffic, based on 

four decision trees: expected encrypted received 

encrypted; expected encrypted received plaintext; 

expected plaintext received plaintext; and expected 

plaintext received encrypted as shown in Figure 7. This 

algorithm will intercept traffic that is being passed 

across the network, and determine the port that is 

being used for communication purpose. This will 

inform the action to be taken based on the expected 

and the actual format of traffic received. 
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Figure 7: Proposed Data Exfiltration Prevention 

Algorithm Data Flow Diagram  

 

As this figure shows, the proposed algorithm will 

intercept traffic,  and check the port in which the data 

packets are being sent over. Since data exfiltration is 

likely to happen over hypertext transfer protocol 

(HTTP) or secure hypertext transfer protocol (HTTPS), 

the format of the data being transferred over these 

ports will be of great interest. In normal circumstances, 

the information being transferred over HTTP is in 

plaintext and that transferred over HTTPS is in cipher-

text. Therefore, the algorithm will check to determine 

if this rule is being adhered to. In case of any deviation 

from this rule, an alert will be triggered and preventive 

measures such as the disconnection of the victim 

machine from the hacker controlled command and 

control (CC) will be carried out. 

In so doing, the proposed algorithm will incorporate 

the security rules in its operation, akin to the firewall. 

It will also detect anomalies, just like an intrusion 

detection system and carry out some preventive 

measures in the same way that an intrusion prevention 

system does. As such, on top of the inclusion of the 

current malware detection mechanisms, the developed 

algorithm will incorporate some machine learning and 

functional correlations to supplement the signature-

based approaches employed in the current IDS, IPS and 

anti-virus. 

 

V. Conclusions and Recommendations 

 

In this paper, a survey of the current and state of the 

art data exfiltration prevention methods and 

techniques has been carried out. From this analysis, it 

has been noted that all of them fall short of 

expectations in one way or the other, making it 

possible for attackers to carry out unauthorized data 

transfers from their victim machines in the full 

presence of IDS, firewalls, IPS and anti-virus programs. 

Towards the end of this paper, an algorithm that could 

potentially address some of the challenges noted in the 

current data exfiltration prevention methods has been 

provided. One of the pillars of this algorithm is 

information entropy computations that would help 

discriminate cipher text from plaintext. Secondly, the 

algorithm carries out some machine learning to 

segregate normal traffic behavior and anomalous 

traffic behavior. The last component of this algorithm 

is the functional correlation that will be bound to the 

communication ports, where four branches of the 

decision tree will emanate from and help in the 

termination of malicious activities. Owing to its 

strengths, this algorithm is therefore recommended for 

implementation in organizations that handle crucial 

and critical data for their customers and in military 

data centers. 
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ABSTRACT 

 

With the increase in usage of social media platforms, bullying and trolling has burgeoned proportionately. The 

sole reason for this is that there is no surveilling authority on these platforms. To add to that, anonymity 

protects the identity of these bullies. Anyone from kids to teenagers to adults can fall prey to trolling. This 

paper focuses on using AI/ML algorithms to invigilate and report such bullies and further take actions 

depending on the severity of the threat imposed by them. We will be introducing lexical, aggression, syntactic 

and sentiment analyzers to examine a tweet and determine if it was meant to be a troll or not. The output of 

these analyzers will be then fed to classifier algorithms such as Naive Bayes algorithm, K-mean, to segregate 

these tweets based on their toxicity rating.  

Keywords : Social Media; Antisocial Behaviour; Troll Detection 

 

 

I. INTRODUCTION 

 

In recent years social media has been adopted in 

various countries by the general publicand also by 

companies. Additionally, “being social”, in contrast to 

“being a troll”, has been shown to be vital for the 

standard of human interaction within the digital 

sphere; this attitude is often assessed in different ways. 

A troll remains private with an antisocial behavior 

that incites other users acting within an equivalent 

social network. In particular, a troll often uses an 

aggressive offensive language and has the aim to 

hamper the normal evolution of a web discussion and 

possibly to interrupt it. Only recently has it been 

possible to pay proper attention to the present 

problem, in order that many renowned press bodies 

and magazines have begun to address the difficulty 

and to write down articles both on the overall 

description of the phenomenon and on particular 

events that have caused a stir, favored by the 

increasing occurrence of behaviorsjust like the one 

described above. This type of behavior isn’t fully 

characterized and, up to now, it’s been difficult to 

seek an accurate description for the word “troll”, since 

the act of trolling is strongly subjective. The shortage 

of an agreed-on definition for the term “troll” has 

resulted in poor comprehension and in low interest 

for the research community. The necessity for 
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handlingthis problem has therefore emerged over 

time, alongsidestudies conducted by several 

universities and research centers. After removing 

applications which aren’t strictly associatedwith the 

most topics taken into consideration (social sciences, 

computing and engineering), Scopus, as of 4 February 

2020, lists 636 papers having the term “troll” within 

the title or abstract or as a keyword, when limiting 

the search to those three subject areas, 401 of which 

are related with the 2 latter topics, and 192 only to 

“computer science”. Adding the keyword “detection” 

brings the entire right down to 51 papers, whose 

distribution in time shows a transparent increment 

after 2015. 

 

For many people round the world social media sites 

are an integrated part of their lifestyle. There are 

many different social media sites supporting a good 

range of practices and interests. Social networks like 

Facebook and Twitter have become a source for news 

and a platform for political and moral debate for tons 

of users. Stories with different degrees of truthfulness 

are spread and tiny source criticism is applied by 

regular people also as journalists. The act of spreading 

disinformation on social media has developed from 

being caused by bored youths to being 

commercialized by organizations and political blocks 

within the sort of troll farms. A troll farm is a 

corporation whose sole purpose is to affect popular 

opinion with the means of social media. A practical 

implementation of a system or a software which will 

identify troll farms might be utilized in order to 

prevent them and thus avoid the spread of 

disinformation. Such an implementation would be 

interesting to the politicians, media, social networks 

or organizations that are targeted since it might be 

used to clear their names. 

 

 

 

II. PREVIOUS WORK 

 

Since 2004, with Orkut, Facebook and other social 

networks, people started sharing their opinions online 

with none moderation. Differences in opinions led to 

verbal spats, insults and slander. Trolling has become 

rampant with nobody to see on what people say 

within the virtual world. This inspired us to make an 

Anti-trolling system which will shield users online.  

With the pleas of the general public getting louder 

and louder, Internet giants like Twitter, Facebook, 

Google etc. have come up with some solutions. 

 

A. Facebook 

Facebook has been the recentfavorite platform of 

paedophiles, bullies and hackers for an extended time. 

Presently users manually delete abusive messages. 

However, to tackle the emerging trend of online-

trolls Facebook announced that they’re performing on 

systems that automatically identify and delete abusive 

remarks. Administrators are being trained to handle 

trolls and given new tools to curb jibes. Children can 

report bullying and dubious behavior instantly to 

authorities. Official figures indicate that children 

below the permissible age of 13 use Facebook. Jim 

Gamble, the chief executive of the Child Exploitation 

and Online Protection Centre (CEOP) has been 

working with Facebook to combat cyberbullying. 

 

Users who interact more with strangers and whose 

friend requests aren’t accepted by other users are 

tagged. They maintain comprehensive grey lists to 

stop suspects from signing up using fake accounts. 

The reporting process helps to spot accounts having 

an equivalent IP address and each one of the fake 

accounts is removed.  
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Facebook is currently testing three new safety 

features around the world: 

 

● One notifies users if someone is impersonating 

their account 

● It analyses account names and profile pictures to 

find matches 

● Another tool is for reporting nude photos and one 

more for photo safety 

 

B. Twitter 

 

Twitter has often been a landmine of abusive 

language but they’re trying to maneuver from being 

the Wild West to a more civilized society. 

 

Twitter is cracking down harder against trolls, 

including temporarily barring accounts used to harass 

other users. During a blog post, Twitter's vice 

chairman of engineering, Ed Ho announced more 

safety measures to prevent abuse on its platform. 

"Making Twitter a safer place is our primary focus and 

that we are now moving with more urgency than 

ever," Ho said in a post.One among the methods 

includes using the company's internal algorithms to 

spot problematic accounts and limiting certain 

account functions for a selected period of time. 

Twitter is additionally hospitable to further action if 

the harassment continued. Other anti-trolling tools 

include new filters to let users see what type of 

content they need to look at from certain accounts. 

They also allow people to "mute" tweets supported 

keywords, phrases or entire conversations. The 

announcement follows a series of measures that 

Twitter has undertaken to curb abusive behavior on 

its platform. The company said that it might get 

obviate potentially harassing tweets from feeds and 

searches. It also has blocked people who repeatedly 

swore at verified accounts.  

Twitter created an automated Twitter account, 

Imposter Buster, which is programmed with an 

updated database of impersonator accounts, and every 

time one among them vitriolic tweets, he 

automatically replies and exposes them with pre-

programmed evidence. But this wasn’t a really 

foolproof method as trollers could create multiple 

accounts to evade the anti-trolling account. 

 

III. LIMITATIONSOFCURRENTSOLUTIONFORON

LINE SOCIALNETWORK: 

 

Table 1- Comparison of existing anti-trolling systems 

 

 
 

Table 2- Issues in perspective 
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IV. PROPOSEDWORK 

 

 
Fig. 1- Proposed Architecture 

 

A. Semantic Analysis: 

In this layer, the contextual meaning of the sentence 

is going to be analyzed. 

Context checking:  The precise meaning of the 

sentence can’tbe always understood by the literal 

meaning of the words utilized in the sentence. Hence 

during this part, the contextual meaning is taken into 

account. 

 

B. Stylistic Checking: 

 

Input: The tweets and other inputs are going to be 

accepted here in text format.  

 

Tokenizing: The given sentence can’t be easily 

understood by considering the whole sentence in one 

go. Hence, the sentence is weakened into the little 

part, i.e. one word per part referred to as a token. This 

manner helps in better understanding of the sentence. 

 

Stop Word Removal: The words which don’t 

contribute within the increase of toxicity of the 

sentence are mentioned as stop words. Such words 

(e.g. the, and, or) are deleted from the sentence 

during this step. 

 

Lemmatization: The basic form of a word or its 

dictionary form is named lemma. Hence, during this 

part of the method, the basic form of the word is 

going to be returned, which can help in removing the 

inflectional endings and can make the method easier. 

 

Find toxic Words: As soon as the sentence is 

successfully converted into tokens, the words are 

checked within the database for a match. (words here 

mean the foul, vulgar or gross language). 

 

Misspelled Words Recognition: The words which are 

matched with the toxic words within the database are 

then forwarded to the logic interpreter after 

completion of indispensable reconstruction. 

 

Correctly Spelled Words: The words which don’t 

contain any toxicity are directly forwarded to the 

logic interpreted. 

 

Logic Interpreter: After being recognized from the list 

and suitable reconstruction, the toxic word is passed 

on to the second last stage of processing where it’s 

checked whether ‘not’ is employed before a toxic 

word. If used, as a result the comparator has got to 

minimize the toxicity level. 

 

Toxicity Rating: Supported the severity of the toxicity 

of a word, a rating is going to be provided. 

 

Output: The toxicity rating of the sentence as whole 

are going be displayed as the output. 

 

C. Knowledge Base: 

This domain comprises all the databases that are 

required for running the system. It embodies the 
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word net, toxic words, their ratings and toxic phrases 

which will be appended during semantic analysis. 

 

V. CONCLUSION 

 

This article has discussed the problems created by the 

presence of trolls in social media contexts and has 

presented the main approaches to their detection. In 

conclusion, this project has been more or less a 

success. In the search for trolls in the Twitter 

network, we managed to find our own fabricated troll 

farm using only the daily activity and habits of the 

Twitter users. We will be using the K-mean and 

Naive Bayes algorithm. The results showed us that 

both algorithms could work and could be used in the 

search for trolls in a social network. The K-mean and 

Naive Bayes algorithm is used to segregate these 

inputs based on their toxicity rating. The drawbacks 

of the current system are solved in the proposed 

system. The problems of spacing, special characters, 

negation and other drawbacks are resolved. The 

stylistic drawbacks as well as the contextual 

drawbacks of the current system are solved with the 

use of different analyzers as mentioned above. In this 

paper, we took a different approach focusing on 

trolling vulnerability, negative comments and 

algorithms to detect trolling behavior. So, by working 

on troll vulnerabilities and their causes we can take 

proactive measures to stop or minimize troll or 

bullying nature. 
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ABSTRACT 

 

Deep Reinforcement Learning (DRL) has become a normally adopted methodology to alter the agents to be told 

complex management policies in varied video games, after Deep-Mind used this technique to play Atari games. 

In this paper, we will develop a Deep Reinforcement Learning Model along with Deep Q-Learning Algorithm 

that will enable our autonomous agent to play the classical snake game. Specifically, we will employ a Deep 

Neural Network (DNN) trained with a variant of Q-Learning. No rules about the game are mentioned, and 

initially the agent is provided with no information on what it needs to do. The goal for the system is to figure 

out the rules and elaborate a method to maximize the score or reward. 

Keywords: Deep reinforcement learning, Snake Game, Autonomous agent, Deep Learning, Experience replay 

 

I. INTRODUCTION 

 

One of the most well-known models of 

Reinforcement Learning used for playing games is 

called TD-gammon [1] which was developed decades 

ago. It was used to play the Backgammon game and it 

surpassed human-level performance. However, this 

technique shows very little generalization to different 

games and failed to attract wide attention. As a recent 

breakthrough in deep learning, DeepMind creatively 

combined deep learning with reinforcement learning 

and came up with the distinguished deep Q-learning 

network (DQN) model [2]. DQN outperforms all the 

previous approaches on six games and surpasses 

human-level performance on 3 games. This 

breakthrough lit up researchers’ passion and lots of 

similar researches (e.g., [3, 4]) presently emerged. 

 

However, DQN might not be straightforwardly 

applied to any or all scenarios as a result of its naïve 

reward mechanism solely produces thin and delayed 

rewards which will cause ineffective learning of correct 

policies [5]. In most reinforcement learning problems, 

to decrease the correlation of sampled experiences when 

training the network, a technique named Experience 

Replay is usually adopted [6]. However, this method 

samples previous experiences haphazardly while not 

considering their quality. To solve this downside, an 

improved approach was proposed by Schaul et al. [7] 

namely “Prioritized Experience Replay”. 

 

In Reinforcement Learning, we have two components: 

The Environment and The Agent. Every time the agent 

performs an action, the environment provides a reward 

to the agent, which might be positive or negative that 

depends on how smart the action was from that of the 

specified state. The goal of the agent is to find what 

actions will maximize the reward, according to the 

possible state. States are the observations that the agent 

receives at every iteration from the environment. A state 

may be its position, its speed, or whatever array of 

variables describes the environment. The Reinforcement 

Learning notation that is used for the decision-making 

method that the agent adopts is termed as policy. On a 
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theoretical level, a policy could be a mapping from the 

state space (the space of all the attainable observations 

that the agent will receive) into the action space (the 

space of all the actions the agent will take, say UP, 

DOWN, LEFT and RIGHT). The optimal agent is in a 

position to generalize over the entire state space to 

consistently predict the best possible action, even for 

those situations that the agent has never seen before. 

 

II.  GAME ENVIRONMENT AND TECHNICAL 

FOUNDATION 
 

This section describes the proposed Snake Game 

Environment and the technical foundation required of a 

typical Deep Reinforcement Learning Model. 

A. Game Environment 

Snake Game is a classical digitized game, 

throughout which the player will control the snake to 

maximize the score by eating the apples that are 

spawned at random places. Only one apple appears 

within the game screen at any time. Moreover, because 

the snake can grow one grid long by eating an apple, 

avoiding collision is vital to its survival. 

 

In this work, we will implement the Snake Game in 

Python as the testbed of autonomous agents. The Snake 

and the apple will be randomly deployed when the game 

starts. The game score will be initialized at 0 and will 

increase by 1 as the snake reaches a target. Moreover, 

after the collision of the snake the game will end and the 

game score will be reset to 0 at the start of the new 

game.     After the previously given apple is eaten a new 

apple respawns and the target of the snake changes 

during the game when it reaches a previously 

determined target. 

 

Therefore, having the ability to localize new targets in 

an adaptive manner is crucial for the agent playing the 

Snake Game. The number of control signals within the 

Snake Game are four, i.e. UP, DOWN, LEFT and 

RIGHT. At each step in time, the snake will move one 

grid forward on its course direction, unless the control 

signal it receives is in an orthogonal direction. 

 

B. Technical Foundation 

Deep Q-Network (DQN) was firstly presented by 

Mnih et al. [2] which was used to play Atari 2600 video 

games using the Arcade Learning Environment (ALE) 

[8]. DQN demonstrates its ability to successfully learn 

complicated control policies directly from raw pixel 

inputs. DQN is a convolutional neural network (CNN) 

trained by a variation of the classical Q-learning 

algorithm [9]. DQN algorithm advances traditional 

Reinforcement Learning techniques because it utilizes 

CNN to estimate the Q-function that provides a 

mechanism to approximate Q-values of feasible actions 

directly from the most recently observed states (pixels). 

To train the neural network and to keep the iterative 

evaluations stable, DQN uses mini-batches of 

experience. Each experience is manifested as a four-

tuple (s; a; r; s'), where s denotes the state of the 

observed environment, a denotes the action that agent 

performs in state s. After the agent executes action (a) in 

state (s), it receives the reward r from the environment 

and goes into the next state (s'). Along game play, agent 

stores the experience in memory for future sampling and 

training of CNN, which is known as experience replay 

[6].  

Additionally, DQN uses former network parameters 

to check the Q-values of the next state, which provides a 

stable training target for CNN [10]. To understand how 

the agent makes decisions, it’s necessary to understand 

what a Q-Table is. A Q-table is a matrix that correlates 

the state of the agent with each and every potential 

action that the agent will take-on. The values in the 

table are the action’s chances of success, based on the 

rewards it got throughout the training. The values within 

the Q-Table represent the expected reward of taking 

action a from a state s. This table is the policy of the 

agent that we mentioned before: it determines what 

actions ought to be taken from every state so as to 

maximize the expected reward. The problem with this 

can be that the policy is a table hence it can only handle 

a finite state space. That is to say, we cannot have an 

infinitely large table with infinite states. This can 

become a problem for those situations where we are 

expecting the number of possible states to be very large. 

Deep Q-Learning increases the capability of Q-Learning, 

since the policy isn't a table but a Deep Neural Network. 

The Q-values are updated in accordance with the 

Bellman equation [11]. 
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Fig. 1. Bellman equation  

1) State: A state can be the representation of a 

situation in which the agent will find itself. The 

state will also represent the input the Neural 

network will take.  

In our case, the state can be an array which will 

contain 11 Boolean variables, which will take 

into account: 

❖ If the snake is in danger from its 

immediate proximity i.e. Left, Right and 

Straight. 

❖ If the snake moves in the direction Up, 

Down, Left or Right. 

❖ If the food is Left, Right, Above or 

Below. 

 

2) Loss: The Deep neural network optimizes the 

output (action) to a specific input (state) trying to 

maximize the expected reward. The Loss 

function gives the value that expresses how 

accurate the prediction is compared to the truth. 

The job of a neural network is to reduce the loss 

and to abridge the difference between the real 

target and the predicted one. 

 

3) Reward: The AI tries to maximize the expected 

reward in any given circumstance. A positive 

reward is only given to the agent once it eats the 

food target (+10). If the snake hits a wall or hits 

itself, negative reward (-10) is given. In addition, 

there can be a positive reward for each and every 

step that the snake takes without dying. In that 

case, the agent might just decide to run in a loop, 

since it would get positive rewards for each step 

that it takes. Reinforcement Learning agents 

sometimes present us with flaws in our strategy 

that we did not anticipate, as such outsmarting us 

in that way. 

 

General Algorithm:                           

 

❖ The Q-value is randomly initialized at the 

beginning of the game.  

❖ The system gets the present state ‘s’ (the 

observation). 

❖ Based on the state 's', it executes an action, 

randomly or based on its neural network. 

During the primary phase of the training, the 

system usually adopts random actions to 

maximize exploration. Henceforth, the system 

depends more and more on its neural network. 

❖ When the AI chooses and performs an action, 

the environment gives it a reward. After that the  

❖ agent reaches a new state s' and it updates its Q-

value as per the Bellman equation. Also, for 

each and every move that the agent makes, it 

stores the original state (s), the action (a), the 

state reached after performing that action (s'), 

the reward (r) obtained and whether the game is 

terminated or not. This data is then used a 

sample to train the neural network. This process 

is known as Replay Memory. 

❖ These last two operations can be recursive in 

nature until an explicit condition is met 

(example: the game ends). 

 

 
Fig. 2. Sample Image of Algorithm 

 

III. LITERATURE SURVEY  
 

Refer Table I for the Literature Survey 

 

IV. CONCLUSION 

 

In this paper, we have discussed how Reinforcement 

Learning can be used to train an agent that will learn 

how to play the classical snake game while being 

trained using DQN (Deep Q-Network). Specifically, we 

will propose a rigorously designed reward mechanism 

to resolve the sparse and delayed reward issue. Also, we 

will employ a training gap strategy to eliminate 

improper training experiences and implement a dual 

experience replay method to further improve the 

training efficacy. Using the State-Action-Reward-State-

Action (SARSA) algorithm the proficiency of the game 

will increase due to the quick task performance. It will 

provide relatively better results as when compared to the 

existing techniques. 
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TABLE I 

 

Sr. 

No. 

Paper Name Author Methods Proposed Advantages Limitations 

1. Autonomous 

Agents in Snake 

Game via Deep 

Reinforcement 

Learning 

Zhepei Wei, Di 

Wang, Ming 

Zhang, Ah-

Hwee Tan, 

Chunyan Miao, 

You Zhou. 

Deep Q-learning  

 

1. Using Deep Q-

learning, issue of reward 

mechanism to solve the 

sparse and delayed 

reward issue, employ the 

training gap strategy to 

exclude improper 

training experiences, and 

implement a dual 

experience replay method 

to further improve the 

training efficacy has 

solved. 

 

1. The first several 

games, both the game 

scores and the survival 

time are expected to be 

low because the agent 

only chooses random 

actions. 

2. Exploration of 

Reinforcement 

Learning to Play 

Snake Game 

 

Ali Jaber 

Almalki, Pawel 

Wocjan 

 

 

 

Deep Q-Learning, 

State-Action-

Reward-State-Action 

(SARSA) 

Algorithm and 

Reinforcement 

Learning. 

 

1. Deep Q-Learning helps 

to increase the efficiency 

of the Q-Learning and 

provide a steady flow to 

control the snake’s 

position in the game.  

 

 

 

1. The performance of 

the SARSA algorithm 

depends upon the user’s 

instruction and state of 

the changing in the 

action occurred 

accordingly. 

 

3. Exploration of 

Reinforcement 

Learning to Snake 

 

Bowei Ma, 

Meng Tang, Jun 

Zhang 

 

 

Q-Learning, State-

Action-Reward-

State-Action 

(SARSA) Algorithm 

and Reinforcement 

Learning. 

1. SARSA is the on-policy 

algorithm that helps to 

make decisions 

effectively. 

2. SARSA algorithm 

supports agent to 

effectively interact with 

the environment. 

1. Even with a 

decreasing exploration 

probability, the 

performance of Q-

learning algorithm is 

not very stable. 

2. Other approximation 

of the state space could 

be explored for better 

performance. 

3. To further improve 

the learning rate of the 

Snake agent, Expected 

SARSA could be used. 

 

4. Solving the Classic 

Snake Game Using 

AI 

Shubham 

Sharma, 

Saurabh Mishra, 

Nachiket 

Deodhar, 

Akshay 

Katageri, Parth 

Sagar 

Breadth-first search, 

Almighty move. 

1. AI Bot is trained to 

achieve the maximum 

score possible in the 

minimum number of 

steps. 

2. This can also be used in 

other games of bigger 

1. Almighty move is 

not used from the first 

iteration as the number 

of steps required 

increases to a large 

extent, thus increasing 

the time complexity. 

2. In BFS, the 
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 size, which are the part of 

“Electronic Sport” to train 

the players. 

limitation is that, it 

guarantees the snake 

till length 4, because 

for length greater than 

4 the snake can bite 

itself. 

5. Automated Snake 

Game Solvers via 

AI Search 

Algorithms 

 

Shu Kong, Joan 

Aguilar Mayans 

 

 

 

A*Search, A* 

Searching with 

Forward, Random 

move. 

 

1.The informed search 

algorithms can also show 

a reasonable reliability 

and the highest efficiency 

at the beginning of the 

run this property 

disappear at the end 

game. 

2. In contrary almighty 

move is a slow algorithm 

at the beginning but has 

guaranteed a max score at 

end. 

3. Combination of the 

different algorithm can 

achieve perfect 

reliability. 

1. A* search algorithm 

is dependent on the 

cost of the path to 

reach the current fruit 

from the starting, and 

the heuristic distance 

from the head of the 

snake to the next fruit. 

2. It only checks the 

path till the fruit is 

reached, with the 

knowledge of the 

previous path cost. 

3. Random Move can 

easily reach a dead end 

since it blindly moves 

forward. 

 

6. Snake Played by a 

Deep 

Reinforcement 

Learning Agent 

K. Hornik, M. 

Stinchcombe, H. 

White. Mnih et 

al. 

Deep Reinforcement 

Learning, 

Reinforcement 

Learning 

1. By using pixels and 

Convolutional Neural 

Networks in the state 

space it is possible for the 

agent to ‘see’ the whole 

game, instead of just 

nearby obstacles.  

2. It can learn to 

recognize the places it 

should go to avoid 

enclosing and get the 

maximum score. 

1. The agent learns to 

avoid obstacles directly 

surrounding the snake’s 

head, but it can’t see 

the whole game. So, 

the agent will enclose 

itself and die, especially 

when the snake is 

longer. 

7. An adaptive 

Strategy via 

Reinforcement 

Learning for 

Prisoner’s 

Dilemma Game 

Lei Xue, 

Changyin Sun, 

Donald 

Wunsch, 

Yingjiang Zhou, 

Fang Yu. 

 

Reinforcement 

Learning, Temporal 

difference learning, 

Complex Learning. 

 

1. The agent with 

adaptive strategy can 

make decisions under a 

consideration of the long-

term reward. 

2. The adaptive agents 

were able to cooperate 

with their opponents 

without losing 

competitiveness. 

 

1. It is very difficult for 

the agents to achieve 

mutual cooperation by 

the characteristic of the 

scale-free network. 

2. The condition of the 

hubs is significant for 

the scale free network. 

8. Deep 

Reinforcement 

Ruben 

Rodriguez 

DQN, Prioritized 

Duelling DQN and 

1. It serves two 

advantages: it 

demonstrates the 

1. DQNs and A2C 

perform badly on 

games with a binary 

http://www.ijsrst.com/


International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 5 | Issue8 

 

© 2020 IJSRST | Print ISSN: 2395-6011 | Online ISSN: 2395-602X | Published : 18/12/2020 -  59-61 

 

 

 

 

 
61 

Learning for 

General Video 

Game AI 

Torrado, Julian 

Togelius, Jialin 

Liu, Diego 

Perez-Liebana 

 

Advance Actor-

Critic (A2C) 

strengths and weaknesses 

of the current generation 

of reinforcement learning 

algorithms. 

2. It allows results 

achieved on GVGAI to be 

compared to other 

existing environments. 

score (win or lose, no 

intermediate rewards). 

2. High dependency of 

the initial conditions 

which suggests that 

running multiple times 

is necessary for 

accurately 

benchmarking DQN 

algorithms. 

 

 

V. REFERENCES 

 

[1]. G. Tesauro, “Temporal difference learning and 

TDgammon,” Communications of the ACM, vol. 

38, no. 3, pp. 58–68, 1995. 

[2]. V. Mnih, K. Kavukcuoglu, D. Silver, A. Graves, 

I. Antonoglou, D. Wierstra, and M. Riedmiller, 

“Playing atari with deep reinforcement 

learning,” ArXiv e-prints, 2013.  

[3].  E. A. O. Diallo, A. Sugiyama, and T. Sugawara, 

“Learning to coordinate with deep 

reinforcement learning in doubles pong game,” 

in Proceedings of IEEE International 

Conference on Machine Learning and 

Applications (ICMLA), 2017, pp. 14–19. 

[4]. S. Yoon and K. J. Kim, “Deep Q networks for 

visual fighting game AI,” in Proceedings of IEEE 

Conference on Computational Intelligence and 

Games (CIG), 2017, pp. 306–308. 

[5]. M. Andrychowicz, D. Crow, A. Ray, J. 

Schneider, R. Fong, P. Welinder, B. McGrew, J. 

Tobin, P. Abbeel,and W. Zaremba, “Hindsight 

experience replay,” in Proceedings of Annual 

Conference on Neural Information Processing 

Systems, 2017, pp. 5055–5065.  

[6]. L.-J. Lin, “Reinforcement learning for robots 

using neural networks,” Ph.D. dissertation, 

Pittsburgh, PA, USA, 1992, UMI Order No. 

GAX93-22750. 

[7]. T. Schaul, J. Quan, I. Antonoglou, and D. Silver, 

“Prioritized experience replay,” Computing 

Research Repository, vol. abs/1511.05952, 2015.  

[8]. M. G. Bellemare, Y. Naddaf, J. Veness, and M. 

Bowling, “The arcade learning environment: An 

evaluation platform for general agents,” Journal 

of Artificial Intelligence Research, vol. 47, pp. 

253–279, 2013. 

[9]. P. D. Christopher J. C. H. Watkins, “Q-

learning,” Machine Learning, vol. 8, no. 3-4, pp. 

279–292, 1992. 

[10]. M. Roderick, J. MacGlashan, and S. Tellex, 

“Implementing the deep q-network,” ArXiv e-

prints, 2017. 

[11]. Ali Jaber Almalki, Pawel Wocjan, “Exploration 

of Reinforcement Learning to Play Snake 

Game” in Proceedings of International 

Conference on Computational Science and 

Computational Intelligence (CSCI), 2019, pp. 

377-381.  

 

http://www.ijsrst.com/


Copyright: © the author(s), publisher and licensee Technoscience Academy. This is an open-access article distributed 

under the terms of the Creative Commons Attribution Non-Commercial License, which permits unrestricted non-

commercial use, distribution, and reproduction in any medium, provided the original work is properly cited 

  

 

  

 

First International Conference on Computer Engineering 

   International Journal of Scientific Research in Science and Technology 

Print ISSN: 2395-6011 | Online ISSN: 2395-602X (www.ijsrst.com) 

Volume  5 Issue 8, November-December-2020 

 

 

62 

Crime Awareness and Registration System 
Sudarshan Jagdale1, Piyush Takale1, Pranav Lonari1, Shraddha Khandre1, Prof. Yogesh Mali1 

Department of Computer Engineering, Dr. D.Y.Patil School of Engineering, Lohegaon, Maharashtra India 

 

ABSTRACT 

 

The Crime rate has always been very high in India. Country has been on top in list for most of the years. The 

most relevant reason of such crime rate is slow judicial process and absence of knowledge in field. Many of the 

crimes can be prevented or reported early with an efficient user friendly system. The perspective of citizens 

about the judicial system and police has not been so good or falsely understood. Many of the cases do not get 

registered for above reasons. The reachability is poor as well as do not work for everyone. Records can be easily 

destroyed or fabricate. Law and rules are not known by everyone in this country and in many of the cases 

victim does not know that they have been accused or any criminal activity is happening around them this 

absence of knowledge leads to increase in crime but decrease in registering complaints. Hence crime happens 

which damages the society and we may not be able to overcome the situation because of absence in records and 

knowledge. We can overcome this gap using an efficient user friendly system which allows us to know about 

crimes around us and help us to file complaint of crime easily. A platform for both user and authority to 

connect with each other. 

 

Keywords: Machine learning, Neural networks, IPC, Chatbot. 

 

 

I. INTRODUCTION 

 

 This system has static and dynamic behaviour as most 

of the system the registration and filing complaint 

part is static where we do not need any other 

mathematical computation to provide these services. 

Where steps are predefined and data goes through the 

fixed number of stages and either accept or reject the 

request. But system also contains a Chatbot which is 

as important as the other static systems. Core function 

of system is to handle crime related queries and 

respond with user understandable manner. Chatbot 

replies with the text or with the other informational 

representational formats. Information which will be 

provided by the chatbot goes through various steps. 

The origin of the information is raw data which 

contains information about criminal law. This data is 

converted and stored for business. 

 

Specific purpose. Data goes through the process to 

make it more useful for the system. 

 

System will hold sensitive data of users and complaint 

records which drags the attraction of professional 
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attackers and offenders. The system should be secure 

and robust enough against these attackers. 

II. LITERATURE REVIEW 

 

Literatur

e 

Paper 

Published 

year 

Method/description 

Huang, 

J., Zhou, 

M. and 

Yang, D 

2007 Extracting Chatbot 

Knowledge from Online 

Discussion Forums. In: 

20TH International Joint 

Conference on Artificial 

Intelligence, Iijcai 2007, 

423 - 428. 

 

Fryer, L. 

and 

Carpente

r, R. 

2006 Bots as language learning 

tools. Language Learning 

and Technology. 10 (3) 8-

14 

Kumar, 

P. N. V. 

 

 

2016 Growing cybercrimes in 

India: A survey. 

Proceedings of 2016 

International Conference 

on Data Mining and 

Advanced Computing, 

SAPIENCE 2016, 246–

251. 

Nappinai 

N. S. 

 

 

2010 The author in his paper 

“Cyber Crime Law in 

India has law kept pace 

with Emerging Trends? 

An Empirical Study” 

highlighted some 

important provision of 

the criminal laws in India 

relating to data 

protection, privacy, 

encryption and other 

cyber crime activities and 

to the extent said 

provisions are enforced 

to fight not just the 

present but future trends 

in Cyber Crime 

Satow, 

L. 

 

 

2017 Chatbots as teaching 

assistants: Introducing a 

model for learning 

facilitation by AI bots, 

07 12Retrieved from 

https://blogs.sap.com/20

17/07/12/ chatbots-as-

teaching-assistants-

introducing-a-model-

for-learning-facilitation-

by-ai-bots/. Schmulian, 

A., & Coetzee, S. A. 

(n.d.). 

 

Rohit J. 

Kate 

Yuk 

Wah 

Wong 

Raymon

d J. 

Mooney 

2005 Learning to Transform 

Natural to Formal 

Languages 

 

Table 1. Literature Review 

 

III. EXISTING SYSTEM 

 

There are two ways to file our complaint in country. 

These types have been practiced for several years now. 

One of them includes physically visiting the police 

station or a police. Other one is registering online and 

communicating through the available ways at 

convenience. 
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A Visit and oral. 

 

This is most famous and well practice type of filing 

complaint. In which the general process is to visit the 

police station or a police and record the statement by 

yourself if you are victim or you can file complaint on 

behalf of other when certain conditions match. Then 

police will take action on it with respect to law and 

procedure. After this the victim or person which 

performing all the activities on behalf of the victim 

needs to pay the visit to police station or police for 

several times where the police have total control over 

the investigation and visiting process. 

This has actual human person contact which ensures 

the existence of a person with respect to information. 

This point is important in modern world of artificial 

intelligence, Cybercrime and all related technologies 

which has ability to fake one self. 

Other than investigation time this process is quite 

time consuming and hectic for victim. In many cases 

victim gets harassed by the process or authority this 

leads to delay for justice or injustice where victim has 

to go through the process over and over. By statistics % 

of the victims founds this experience inconvenient 

and helpless. 

We can see the loop in above diagram where victim 

might need to pay visits time to time for further 

procedures. There is also other option of phone call 

which is not practiced well in country due to 

tampering, sniffing, inaccessibility of certain resources 

and more importantly validation. 

This plays an important role in investigation where 

we in most of the cases police needs to contact 

personally withvictim. Victim may have to go 

through this loop for number of times to get justice. 

Which is not the ideal process for all times. 

 

 

 

 

 

Fig. Traditional/Existing System 

 

B.Online registration 

 

We can observe that the first information report (FIR) 

only can be filed with the system other than that we 

have to follow same procedures again and again. 

The online registration system is not consistent in 

country each and every state, districts and regions 

have different portals for same activity. Portals are 

also less interactive and less user-friendly which 

makes simple process more complicated and victim 

tends to choose the offline way to achieve this activity. 

Many of the systems only responsible for filing the 

very first report after that it does not interact with 

victim and does not hold any interaction management 

system for user and authority. 
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We observe these absence of services which can be 

easily filled with user-friendly and secure system we 

are proposing. 

 

IV. CHATBOT 

 

Chatbot is a conversational bot which assist you in 

business specific or a general manner in our project 

we are using this as business specific purpose where 

our purpose is to deliver the information about 

different criminal laws and acts in understandable 

manner. Complete chatbot system’s function is to 

understand the scenario analyse the situation and 

replay with relevant output in the form of text and 

other information representational format if needed. 

Chatbot works on the predefined inputs and outputs 

(message and reply) and also on the dynamically 

generated reply. To make it more interactive and 

user-friendly we need to train the bot with 

appropriate machine learning algorithm. After that 

the model will able to give response in the form of 

business requirement which will be useful to get the 

actual data to be send to user. To train the model we 

need to feed the specific amount of data to model this 

data may or may not be out final output which user 

wants. After training process we will able to use the 

model in our business model as per our need. 

V. PROPOSED SYSTEM 

In existing system we have loop of processes for 

further investigation but this process can be easy with 

an online interaction system for user and police 

which with require proper authentication and 

validation. 

Not just interaction but the system will also provide 

online registration system on which user can file 

complaint these complaints can be view on the other 

side by police and proper contact can be done with 

interaction system or any other resources if police 

needs to. 

Other than that system has Chatbot which solves any 

queries regarding the criminal law it can be also used 

as information system as the Chatbot is an interactive 

and userfriendly system built with different machine 

learning approaches has ability to recognize the 

natural language with NLP and process it and give the 

output in natural language. These chatbots are mainly 

used by companies where they assist the users on 

website with any queries regarding the business. 

We are using the same logic to complete our business 

purpose which is provide information about crime 

laws and related information about it. 

 

A.Registration and interaction 

 

1. When user decided to file complaint user can go the 

specific resources (page). 

 
 

Fig. General Process 
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2. Enter all details about the crime happened which 

mainlyincludes victim, accused location, type, etc. 

and submit. 

3. These complaint goes to the other side to police 

department. Now police are responsible for 

responding to complaint. After the verification 

and other procedure done police can interact with 

user with interaction system provided. Or contact 

in their own way and change the status of 

complaint accordingly. 

4. System also provides feature to attach the media 

files, links and documents. Which will help police 

to investigate. 

5. Interaction system will be robust and format as all 

the messages and responses will be recorded for 

security. 

 

B.Chatbot 

The process of using Chatbot is simple: 

1. User will enter query 

2. Chatbot will identify the scenario and category of 

information will be needed 

3. Chatbot will able to give all the information about 

what user wants (crime related data only). Which 

includes the law description, statistics, precautions, 

next steps, any emergency helplines. 

4. Based on query Chatbot will also able to recognize 

that if user needs to file complaint or take any 

actions against the crime. Chatbot will also provide 

the reference to registration system and act as a 

registration system in same interaction. 

In this way user will get to know about any law 

which will help them for taking further actions if 

needed and crime rate will be less as possible. 

System will not completely eliminate the traditional 

visit system but rather reduce it. System has a user-

friendly and interactive complaint portal which will 

eliminate the most of the unnecessary time 

consuming processes. And reduces time and efforts of 

the victim as well as police. 

Chat-bot will able to help in both scenarios as it is 

core purpose is to reduce human efforts and make all 

information available to user. 

 

C.Other Functionalities and Services 

 

The system can also be used to reduce the gap 

between the authority and citizens as well. 

1. An Alert system can be used by the 

authority/police officers to give any alters about 

the crime in areas. User can be notified with alerts. 

2. Missing reports of person or belongings of a person 

and unidentified bodies are the areas where system 

can play vital role. These data will be available for 

citizens and anyone can help in investigation using 

this data. 

3. System can also news related to surroundings of 

the citizens which will make them more aware. 

4. With proper personalization policies and 

conditions user can also help system to provide 

more relevant information. We can use data of user 

activities in system in statistics, (ex. To see most 

searched crimes) to understand what user needs to 

search which helps in surveys to understand the 

current standings of the country with respect to 

crime and criminal laws. With proper judgement 

and predictions this data can also help in 

investigation. 

5. With respect to user privacy any user data will be 

send to the server only if user wants. 

 

VI. RELATED WORK 

 

Proposed system includes static as well as dynamic 

behaviour of system. The physical architecture is 

general and most used architecture where we does 

not need any other external device to support our 

requirements. 
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A.Physical Architecture: 

 
Fig. Physical Architecture 

 

Above we can observe that this is general physical 

architecture 

• HTTP request from user device to server using 

internet. 

• Server (primary) process the request 

• Other server may use for system database of or 

accessing external database (ex. Government data). 

• HTTP response send from server (primary) to user 

after processing request with business 

requirements. 

B.User end 

• The user has various options in system 

• User can chat with the Chatbot which will provide 

solutions to problems and answer to any question 

related to crime 

• Helplines and other relevant services are also 

available on the application 

 
Fig. User end 

• Alerts and notifications can be seen send by user 

• Complaint can be register also the Chatbot will act 

as a complaint registration system if detects the 

need. 

C.Police end 

• Police gets complaint where they can validate the 

complaint, ask for more information from user and 

accept or reject. 

 
 

Fig. Police end 

• Generate alerts in order to make citizens aware 

about particular activity 

• Can control the missing persons and belongings 

section. 

• Interact with user when he/she needs to. 

D.Server process 

 

Fig. Server side 
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• When request gets to server it can be classified to 

static resources and query. 

• These two requests goes from different stages. 

• Static resources can be the simple database fetching 

and display. Where we do not need any 

mathematical computations to get the output. 

• But in query section there are several stages. Query 

may go through different machine learning models 

to understand the natural language using different 

algorithms and natural language tool kits. These 

query then understood by machine. Which 

machine learning algorithms this process is done 

we have the numerical output processed in 

different stages. With the business logic this output 

is converted to output which is expected by user. 

• These two process sends the data to response 

section where formatting of response is done. This 

response is then send to the all type of user. 

 

E.Chatbot system 

Chatbot will work as the machine/bot which chats 

user in natural language or as we refer the language in 

which human talks. To make this basic requirement 

fulfil first machine needs to understand the natural 

language because machine only understands the 

language of 0’s and 1’s other than a programming 

languages with set of rules.The machine cannot 

understand the human language. Natural language 

processing is the process of understanding the 

language with set of rules grammar. With set of 

mathematical rules and computations. 

We implemented an algorithm for Chatbot which 

takes the input string and give appropriate response. 

We are using supervised learning model where we 

know the right answer and we want the model to set 

the rules to find right answer. This model is saved and 

used each time. We have to train the model for this 

work. For that we will use neural network. Neural 

networks works great in supervised learning.in neural 

network there is an input layer, output layer, and 

layers in between also called as hidden layers. While 

training we will decide input and output and network 

will make rules according to that.Our input goes 

through such several models, to extract category of 

crime, urgency and other. All have the similar 

training and prediction process. To make Chatbot 

more dynamic we have to apply more sophisticated 

ML algorithms which has ability to not only display 

the stored information but to state the same 

information in different forms of sentences without 

changing its meaning. 

F. Dataset 

 

 

 

 

 

 

 

 

Fig. Dataset 

Dataset is different than Database of the company or 

platform. Database contains the user information or 

company information. A static and mostly growing set 

of information. Which is used on daily basis. 

On the other hand Dataset is set of information 

collected for training and testing the machine 

learning model. Machine learning model has to be 

trained to give expected output significant amount of 

times. To achieve that model has to be fed by 

appropriate data. We are using neural networks a 

deep leaning model to get our output. Input provided 

will be conversion of query in numerical format 

(neural networks only works with numbers). And 

output will be the array of output points in which 

selected neuron will hold 1 or any other number 

which suggest which output is chosen by model. This 

neural network will be using the dataset. 

In this case dataset contains the dissimilar possible 

inputs in the form queries which can be asked by user 

 

Output 

Dataset 

Input 

Attribute 1 ex. 

Intent 
Attribute 2 ex. 

Severity 

: 

Attribute n 

Attribute 1 ex. 

category 
Attribute 2 ex. 

section 

: 

Attribute n 

Raw Data:  

description, 
Stats,  

Processing 
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and the appropriate responses for those queries.This 

data comes from the raw data which is not necessarily 

in the format used by model. For that reason we have 

to convert the data into tables and nested objects. The 

data goes through number of processes to make it 

more usable after that it converted to multiple 

parameters ex. Inputs, outputs, etc. These inputs and 

outputs holds different parameters which also used to 

differentiate from one another. We can build the 

dataset with any flexible technology or a database 

which holds great flexibility of easily accessing and 

manipulating data. In many cases this is done by using 

formats like JSON, XML, xlsx, CSV or to store the data 

sets DB’s are also used such as MongoDB, MySQL. 

Dataset will be divided into training and testing sets. 

The proportion is important. We can divide dataset in 

standard proportions into 80% for training and 20% 

for testing. 

In algorithm for training and testing this dataset will 

be used with appropriate data structure and 

programming logic for conversion and feeding to 

model. 

G.Training algorithm 

1. data  dataset {input, output} : 

Data is imported from the dataset where input and 

output is known. 

2. For each input in data.input: 

a. Tokenize the input sentence into word 

sequence. 

Convert sentence into array of words 

b. Remove non-alpha chars. From words 

Remove all non-alphabetical characters (? ,’ . :) 

c. Get base word of each word. 

Convert the words into dictionary words 

(doing  do) 

d. Create dictionary of words from the total 

words in all inputs. 

Assign numbers to them the dictionary should 

contain only distinct words with distinct 

number values. 

e. Convert all words in input to numbers in 

dictionary. 

Neural network only works with numbers. 

 

3. Create an output array for neural network: For all 

the outputs create the array of total outputs which 

contains only selected output as 1 and others as 0 

(required for neural network). 

 

Fig. Neural Network 

 

4. create and define a user defined model or import 

form library: 

a. Define number of layers. 

b. Define number of neurons for each layer. For 

input it is same as size of max input size. And 

output as number of outputs. Define number 

of neurons in all middle layers. 

c. An activation function for neurons : ReLU 

d.  

 
 

Fig. ReLU activation function 

e. Choose loss function: mean squared error 

chosen. 

f. Use any suitable optimizer: Adam chosen. 

5. Give data to model. 
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6. Select epoch (number of times model has to train) 

7. Start training 

8. Test the model with testing set. 

 
Fig. Model accuracy 

 

9. Deploy if accuracy meets decided threshold. 

 
H.Prediction algorithm 

1. Tokenize the all words in the input. Convert array 

of words. 

2. Convert words into dictionary equivalent 

numbers. 

3. Give input to model. 

4. Get the output (selected output neuron). 

 

All the models in in this process works with same 

number of steps for different feature extractions. 

 

I.Cross platform 

System is buit with crossplaform technology where 

we have to put less efforts and time to develop 

efficient system. Which can work on multiple 

platfroms easily native apps is one option for that 

where we can Cross-platform our application with 

flexible layout. Native apps can easily access device 

resources. 

VII. DRAWBACKS 

• Depends on external database for user verification:  

As our database holds only the information 

collected in portal itself it depends on the 

government database for Adhar, PAN or any other 

verification. 

• Needed to train models when government make 

amendments in law: 

In current situation of country in past 6 years 

government made or rather had to make 

amendments in the law and enforcements. With 

that frequency it has been observed that 

government will continue to do so in that case we 

have to retrain our model with new data. 

• To use these services and get information of 

register complaints we need a device with working 

internet. In many rural areas there is an absence of 

such devices and inaccessibility of technology, 

system cannot help these citizens. 

• System will require additional layers of security 

and extra care while controlling access:  The Police 

or any authority type of user will have to use the 

system with extra care as it contains very sensitive 

data which attracts attention of many offenders 

and attackers. For that we need to train the staff 

for using the system. 
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• There is no supervisor in the system to keep eye on 

activities of police and other authority. We need to 

add more levels of user. 

• Chatbot accuracy directly depend on the training 

model and the dataset. This idea of providing 

information about the crime law and related topics 

is not yet implemented much to draw anyone’s 

attention hence there is lack of data and 

knowledge in the field. 

 

VIII. CONCLUSION 

In this paper an attempt has been made to present a 

new idea with current technology to solve important 

issues of society. With the help of natural language 

understanding and other machine learning algorithms 

we can built a system with minimum requirements 

and necessary services. First we discussed the 

traditional methods have been practiced till now. 

Then we discussed how we can change it with 

technology we have. After that we saw how system 

can be implemented. Taking basic needs of citizens 

this paper highlights on unfocussed areas of 

reachability of citizens towards the crime and law 

departments. 
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ABSTRACT 

 

This project presents a method to automatically detect emotional duality and mixed emotional experience using 

Linux based system. Co-ordinates, distance and movement of tracked points were used to create features from 

visual input that captured facial expressions, head, face gestures and face movement. Spectral features, prosodic 

features were extracted using the camera. Espeak and Pyttsx and Face API was used for calculation of features. 

A combined feature vector was created by feature level fusion and cascade classifier was used for emotion 

detection. Live participants and actions are to be used for recording simultaneous mixed emotional experience. 

As per calculated result system will play songs and display books list. 

 

Keywords: Smart Emotion, Espeak and Pyttsx and Face API 

 

 

 

I. INTRODUCTION 

 

Emotion recognition has important applications in 

the field of medicine, education, marketing, security 

and surveillance. Machines can enhance the human-

computer interaction by accurately recognizing the 

human emotions and responding to those emotions. 

Existing research has mainly examined automatic 

detection of single emotion. But psychology and 

behavioral science studies have shown that humans 

can concurrently experience and express mixed 

emotions. For instance, a person can feel happy and 

sad at the same time. In this research combinations 

of six basic emotions (happiness, sadness, surprise, 

anger, fear, disgust and neutral state) were used. The 

aim of this study is to develop features that capture 

data from facial expressions to identify multiple 

emotions. In case of single-label classification 

problem each annotated feature-vector instance is 

only associated with a single class label. However, 

the multiple concurrent emotion recognition is a 

multi-label classification problem. In a multi-label 

problem, each feature vector instance is associated 

with multiple labels such as presence or absence of 

one of each six basic emotions. The multi-label 

classification is receiving increased attention and is 

being applied to a many domains such as text, music, 

images and video based systems, security and 

bioinformatics. This paper examined recognition of 

concurrent emotional ambivalence and mixed 

emotions. Additionally, the study examined two 

concurrent emotions (emotion duality) to limit the 

scope of the research based on availability of 

scenarios. This was done so that the experimental 

design was realistic. The subjects could express dual 

emotions with ease and observers could annotate the 
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data without ambiguity. This study implemented a 

multimodal emotion recognition system with 

multiple check box input to facilitate the annotation 

of concurrent emotions in the user interface 

software. 

 

II. PROBLEM STATEMENT 

 

In the recent years, Variety of emotion expression 

process shows that there are many ways to describe 

global and local speech properties, and one of the 

most effective is emotions. Main motivation of the 

system is to automatically identify users mood and 

according to that related books list, video list and 

music will play through Linux based system. 
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Emotion Recognition with Rule-Based Decision 

Model”, arXiv, 2016.  

Description: This paper presents a method to 

automatically detect emotional duality and mixed 

emotional experience using multimodal audio-visual 

continuous data. Co-ordinates, distance and 

movement of tracked points were used to create 

features from visual input that captured facial 

expressions, head, hand gestures and body 

movement. Spectral features, prosodic features were 

extracted from the audio channel. 

 

[4] SE. Kahou, C. Pal, X. Bouthillier, P. Froumenty, 

C. Glehre,R. Memisevic, P. Vincent, A. Courville, Y. 

Bengio, RC. Ferrari and M. Mirza. Combining 

modality specific deep neural networks for emotion 

recognition in video. Proceedings of the 15th ACM 

on International conference on multimodal 

interaction, 2013. 

Description: This paper presents the initial 

implementation of a system of multimodal 

recognition of emotions using mobile devices and 

the creation of an affective database through a 

mobile application. The recognizer works into a 

mobile educational application to identify 

user&#39;s emotions as they interact with the device. 

 

[5] A. S. Patwardhan and G. M. Knapp, “Multimodal 

Affect Analysis for Product Feedback Assessment,” 

IIE Annual Conference. Proceedings. Institute of 

Industrial Engineers-Publisher, 2013. 

Description: In this paper, we investigate the 

effect of transfer of emotion-rich features between 

source and target networks on classification 

accuracy and training time in a multimodal setting 

for vision based emotion recognition. 
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IV. PROPOSED SYSTEM 

 

Fig 1. System architecture 

 

User: Use this system. 

Server: Connection between User and database. 

 

Database: Storage of information related to Facial 

characteristics, songs and books uploaded. 

 

Our system has mainly three modules, user 

module, mood detection module and video 

suggestion module. Various processes involved in 

these two modules are: 

 

User Module: 

User can use system and store songs and books 

library in the system. 

 

Mood detection Module: 

As per the facial expression it will recognize mood 

of user it will show songs list or books library and it 

will also give video suggestion. 

 

Video suggestion Module: 

According to the users mood it will give the 

suggestions of videos. 

 

 

V. CONCLUSION 

 

To conclude, music is an important means of 

regulating mood in various everyday situations. 

Proposed system is readily available to everyone and 

can be listened to almost anywhere. System is 

directly dependent upon Facial Expressions of user, 

so it is very effective. 
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ABSTRACT 

In this survey paper the proposed system will enable secure access of data to a voice- based user interface (UI) 

by enabling voice-based authentication and integration with an existing Natural Language Processing (NLP) 

system. This survey paper focuses on voice based SQL query generation. We study the question of how to 

improve the fetching the results from query results as well as applying the query to the database. Traditional 

predefined query forms are not able to satisfy various ad-hoc queries from users on those databases. Here, we 

propose Machine learning based technique to generate the SQL query based on user voice, a novel database 

query form interface, which is able to dynamically generate query forms. 

Keywords: NLP, Languages and compilers, Optimization, Verification, Voice Recognisation, Machine-

independent microcode generation 

 

 

I. INTRODUCTION 

 

Natural Language Processing (NLP) is an area of 

application and research that explores how 

computers can be used to understand and manipulate 

natural language speech or text to do useful things. 

The foundation of NLP lie in a number of disciplines, 

namely, computer and information sciences, 

linguistics, mathematics, electrical  and electronic 

engineering, artificial intelligence robotics, and 

psychology. NLP researchers aim to gather 

knowledge on how hu- man beings use and 

manipulate natural languages to perform desired tasks 

so that appropriate tools and techniques can be 

developed. Applications of NLP include a number of 

fields of study such as multilingual and cross-

language information retrieval (CLIR), machine 

transaction, natural language, text processing and 

summarization, user interfaces, speech recognition, 

artificial intelligence and expert systems. 

While natural language may be the easiest system for 

people to learn and use, it has proved to be the 

hardest for a computer to understand. The goal of 

NLP is to enable communication between people and 

computers without resorting to memorization of 

complex commands and procedures. 

In other words, NLP is a technique, which can make 

the computer understand the languages naturally 

used by humans. In this project, we are translating 

English query 

Into a SQL query using semantic grammar. The 

system will accept users query in natural language as 

an input. The program will check whether the query 

is valid or not. 
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Then we will generate tokens by performing the 

division of the question clause. Each token represents 

a single word in the users query. The tokens from the 

query clause are compared with clauses already 

stored in the dictionary. The dictionary needs to be 

constantly updated. Then the algorithm scans the 

tokens and tries to find attributes present in the 

query. Then we find all the tables in the database 

which contain the attributes by comparing syntax 

and semantics. Then we build the final SQL query 

and execute it on the database and return the result 

dataset to the user. 

 

II. PROBLEM STATEMENT 

 

Most of used don’t know about the data access, data 

searching, data query so, user have better knowledge 

that area. A voice  controlled system for blind, which   

transceivers information in the form of audio: a 

personal virtual assistant which can take the human 

voice commands to perform tasks which otherwise 

would need the dependence on others. 

 

III. LITERATURE SURVEY 

 

Natural language processing can be done in two way 

communication with device one is written 

communication as well as verbal communication 

with device written communication is much more 

easier than the verbal communication. In written 

communication syntax, semantic, lexical and 

morphological analysis is done. Whereas in verbal 

communication includes all the process in written as 

well as additional process include additional 

knowledge about phonology as well as enough added 

information to handle the further ambiguities that 

arise in speech. 

In this paper author represent a method for building 

a ldquonatural languages interfaces to data 

basesrdquo (NLIDB) system. [1]. 

system which is open source and can be accessed in 

remote locations using a simple hardware 

component. The processes including voice extraction, 

speech to text conversion, text processing and 

database management and speech synthesis have 

been explained in detail along with the python 

modules used to build the system. By minimizing the 

hardware components and using open source 

software, a universal, adaptable NLP system has been 

proposed [2]. 

The paper discusses natural language processing in 

field of Information retrieval. Natural Language 

Processing deals with human computer interaction. 

Natural language processing has a vital role in the 

field of Information retrieval. The storage and 

processing of information in response to user’s query 

requires an information retrieval system that 

processes human or natural language. Various tasks of 

information retrieval such as Stemming, 

Lemmatization, POS tagging is discussed in the paper. 

The implementation of these tasks in Python is 

illustrated with examples. 

The paper explains and implements natural language 

processing task in Information retrieval. Essentail and 

preliminary tasks task required in almost all 

information retrieval system is explained with 

example in the paper. The tasks are performed in 

Python and with the inclusion of NLTK module. [3]. 

In this paper proposed system accepts user query in 

natural language and translate it into SQL query and 

retrieve result from database. Syntactic parsing, 

keyword extraction, stop words removal, 

cooccurrence matrix generation, use of WordNet, 

stemming algorithm and semantic mapping 

techniques have been used for formation of the SQL 

query from natural language input. Developed system 

gives correct answers of simple queries, queries with 

logical conditions and aggregate functions. As 

presented system does not support all forms of SQL 

queries, further development is necessary. 
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In this paper author discussed design and 

implementation of a system using modified word co-

occurrence matrix method which will provide access 

to database using queries in English language [4]. 

In pepar how to work are Recognizing speech using 

Sphinx, to voice base natura language processing 

using python [5] 

We introduce a stochastic model for dialogue systems 

based on the Markov decision process. Within this 

framework we show that the problem of dialogue 

strategy design can be stated as an optimization 

problem, and solved by a variety of methods, 

including the reinforcement learning approach. The 

advantages of this new paradigm include objective 

evaluation of dialogue systems and their automatic 

design and adaptation. We show some preliminary 

results on learning a dialogue strategy for an air 

travel information system[6] 

In this paper, we use information retrieval (IR) 

techniques to improve a speech recognition (ASR) 

system. The potential benefits include improved 

speed, accuracy, and scalability. Where conventional 

HMM-based speech recognition systems decode 

words directly, our IR-based system first decodes 

subword units. These are then mapped to a target 

word by the IR system. In this decoupled system, the 

IR serves as a lightweight, data-driven pronunciation 

model. Our proposed method is evaluated in the 

Windows Live Search for Mobile (WLS4M) task, and 

our best system has 12% fewer errors than a 

comparable HMM classifier. We show that even 

using an inexpensive IR weighting scheme (TF-IDF) 

yields a 3% relative error rate reduction while 

maintaining all of the advantages of the IR 

approach[7] 

 

 

 

 

 

IV. PROPOSED SYSTEM 

A. System Architecture: 

 
Fig 1. System architecture 

 

This system has been under developed to enable 

secure access of data to a voice-based user interface 

(UI) by enabling voice- based authentication and 

integration with an existing Natural Language 

Processing (NLP) system. 

We address the question of how to improve the 

fetching the results from query results. 

Here, we propose Machine learning based technique 

to generate the SQL query based on user voice, a 

novel database query form interface, which is able to 

dynamically generate query forms. 

 

 

B. Description:  

1. In this system we implement the sql as a voice 

command and apply Natural Language Processing 

(NLP) with the help of Machine Learning 

technique. 

2. First we use voice based input and after the input 

it is processed in the speech recognition engine. 
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In the speech recognition engine it has voice API 

and Language Model the 2 

3. components of the speech recognition engine. 

Then the input text query is processed in the text 

translator and from the translator it is sent and 

then displayed in sql and then stored in the 

database that stored the sql query which will be 

applied in database. After the text translator 

query will be saved in the whitelist then the 

query will apply in the database. 

 

V. APPLICATION 

 

• This system scope is not limited. we use this 

system to the non-technical as well as technical user 

for understating the SQL Query. 

• This kind of human-machine interfaces would 

allow a user to control a Database activity using the 

voice based. 

• Government and private school. 

• Database Management Company 

 

VI. CONCLUSION 

 

The implementation of the proposed system aims to 

translate SQL query into speech (voice). The scope 

of the project is to enhance the recognition 

capability for various SQL query and achieving more 

accuracy to generate the Database. 

We address the question of how to improve the 

fetching the results from query results. Traditional 

predefined query forms are not able to satisfy 

various ad-hoc queries from users on those 

databases. Here, we propose Machine learning based 

technique to generate the SQL query based on user 

voice, a novel database query form interface, which 

is able to dynamically generate query forms. 
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ABSTRACT 

 

Electricity plays a cardinal role in day to day life. The electrical energy consumption in India is the third 

biggest after China and USA with 5.5% global share in 2016. Due to manual work, our existing electricity 

billing system has major drawbacks. This system gives the information on meter reading, power cut and the 

alert systems for producing an alarm when energy consumption exceeds beyond the specified limit using 

IoT.This idea is being implemented to reduce the human dependency to collect the monthly reading and 

minimize the technical problems regarding billing process. From the electricity board section, the information 

regarding the bill amount, payment and the pre-planned power shut down details are communicated to the 

consumer. If the customer does not pay the bill in time, the user is informed through a message. In the already 

existing smart energy meter, it shows the energy consumed by the appliances from the date of installation of 

the energy meter and its corresponding rupees. In this proposed energy meter, the meter gives the energy 

consumed on daily basis, its corresponding rupees, billing details and payment using IoT. This system not only 

reduces the power cut issues and the labor cost for noticing the residential energy consumption in regular 

intervals but also increases the energy conservation with the help of alarm systems and the energy meter 

accuracy by reducing the billing error and the cost of maintenance. 

 

Keywords—Arduino, GSM, IoT, energy consumption, human dependency, shut down, alert message, payment 

details, daily basis, alarm systems. 

 

1. INTRODUCTION 

 

Monitoring and keeping tracking of electricity 

consumption for verification is a tedious task today 

since manual meter reading and recording is in vogue. 

It is important to know from the customer view point 

that if one is charged fairly and according to the need. 

[2] 

Automation of the system will allow users to monitor 

energy meter readings over the internet in the real-

time. [2] 
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Figure 1. Traditional Meter 

 

As shown in fig1.In apartments, the energy meter is 

far away from the residents. An LCD display is placed 

in each residential house in the apartment to inform 

about the messages regarding the power cut, energy 

consumption on daily basis, billing details and an 

alarm for the critical limit indication.[4] 

 

 
Figure 2. Proposed Iot based Smart Electric Meter 

 

These features are implemented using the Arduino 

micro controller and a GSM module [1]. Esp8266 chip 

is the Wi-Fi module which helps in transferring the 

data through the internet. In case, if internet does not 

work, a GSM is used for backup purposes. 

 
Figure.3. Functional block diagram of the Hardware 

module 

 

2. RELATED WORK 

 

Author S. Visalatchi ET. all in year 2017 published A 

new concept of electric meter will be discussed, 

where maximum demand of energy of a consumer 

will be indicated in the meter used by the 

consumer.[4]After exceeding the maximum demand, 

the meter and hence the connection will 

automatically be disconnected by an embedded 

system inserted in the meter itself. 

 

Author P.V. Santhosh Roja, et.all. in year 2013 GSM 

MODULE SIM 300 is used to produce communication 

between load circuit and utility side[6]. We actually 

have used max232 along with DB9 connector to 

interface it. 

 

Author Gobhinath.S,.et. all in year 2016 presented 

The system consists of the electricity meter which 

measures the electricity bill and informs the 

consumer about the number of units consumed and 

associated costs with it.[3] The microcontroller 

coordinates the whole system with the help of its 

different components connected to it. The design of 

Smart Energy meter using GSM technology can make 

the users to pay for the electricity before its 

consumption. 
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3. PROBLEM STATEMENT 

 

In India, the current electricity billing system is 

completely manual. The electric meters are situated in 

the houses, offices and factories etc.  

The energy meter reading is collected by meter 

readers on their fortnightly or monthly visits to the 

premises. 

This system has disadvantage of appointing meter 

reader to take the meter reading, effects consumer 

privacy etc.  

In this direction this project undertakes the meter 

reading without human intervention. 

 

4. PROPOSED SYSTEM 

 

4.1 Flow Chart of Proposed System  

The existing model is a time-consuming process and it 

needs a lot of labour. The proposed system eliminates 

the need of labour and it is a cost efficient and a time 

saving process 

 

Figure 4.  flow chart of proposed system 

The proposed system gives the information about the 

energy consumption on daily basis, billing and 

payment through IoT, pre-intimation of shut down 

details, alert systems when the energy consumption 

exceeds beyond the critical limit and the 

disconnection of power through a message when the 

residential are out of station to prevent the wastage of 

energy. 

 

4.2 SYSTEM DESCRIPTION 

 

In this system, a unique Id is given for each energy 

meter. This unique Id number is interlinked with the 

customer’s unique mobile Id number. It constantly 

monitors the energy meter. The energy consumption 

from each house is sent to the control station through 

the web server and the billing and power cut details 

are sent from the control station to the residential 

energy meter. 

 

4.2.1 Energy consumption on daily basis 

 

In the existing electric meter, the meter shows the 

energy consumed from the date of installation. In this 

system, the daily energy consumed is calculated using 

the Arduino microcontroller and it is displayed in the 

LCD. It is also communicated to the consumer’s 

mobile using IoT. 

 

4.2.2 Billing and Payment through IoT 

The billing detail for the energy consumed is 

communicated to the consumer monthly through the 

webserver using IoT and as a message through the 

GSM module. 

The payment is also made through the web server. 

This helps in eliminating the manual dependency to 

collect the reading. 

 

 

4.2.3 Alert Systems 

Our electricity billing system has a format that when 

the energy is consumed beyond the certain limit, then 

it indicates that there might be a electricity theft and 

alerts the consumer to check it. 
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4.2.4 Proposed Block Diagram 

 

 
Fig. 5. Proposed block diagram 

        

Arduino uno microcontroller is used which is based 

on ATmegha328. After receiving measured current 

data and input voltage from analogy measurement 

circuit we have to calculate the power. The 

programming is done in Arduino software (IDE). This 

is the open source platform. This board also acts as 

network traffic controller. It receives the measured 

data from sensor and send calculated data to Arduino . 

The instantaneous output is provided to the current 

flowing through the terminals by ACS712. 

 

4.2.5 Internet of things  

Arduino is the key learning platform for IOT. 

Arduino is connected to the controller and the 

internet. Once the Ethernet connection is set then 

login to raspberry pi to start developing IoT platform. 

Python programming language is used. Raspberry pi 

send energy information to the internet connected 

server for monitoring energy use information of 

individual device. Cloud storage and web hosting is 

used for storing real-time energy data and allows 

other programs to access and monitor the data. The 

control signal sends to raspberry pi using same server 

to turn on/off the device. These are the various steps 

to build IoT platform as shown in flow chart below. 

 

5. RESUT ANALYSIS 

 

The experimental setup for the system is as shown in 

fig. 3The ACS 712 current sensor gives precise current 

measurement for both AC and DC signals. These are 

good sensors for metering and measuring overall 

power consumption of systems. The ACS712 current 

sensor measures up to 20A of AC current. 

 

• Project is focused on the government’s plan to 

turn the major cities of the country into smart 

cities.  

• The project can be further extended to detect 

the electricity meter tampering.  

• A smart app can be designed to provide 

various alerts based on the readings from the 

device.  

• A unified can be provided to the customers for 

both viewing the electricity usage and a 

platform to pay the bill online following the 

digital India initiative.  

• In one case the service provider can evaluate 

the bills which are not paid and can 

disconnect the electricity connection 

remotely. 

 

6. CONCLUSION 

 

Arduino and GSM based Smart Electric Meter for 

advanced metering and billing system is built which 

is able to read and send data via wireless protocol 

using GSM technology through GSM modem, capable 

of managing the meter as well as the line connection. 

However, this project needs more modification for 

more reliable and higher degree of satisfaction and 

safety. 
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For GSM module the network coverage of the SIM 

used is one might be bit complicated due to network 

strength issues. 
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ABSTRACT 

 

Data-Security generally refers to the protective measures of securing data from unapproved access and data 

corruption throughout the data lifecycle. It measures not only helps avoid data breaches but also shields your 

organization against unnecessary financial costs, loss of public trust and potential threats to brand reputation 

and future profits too. Nowadays, the data is stored in the cloud. Thus, Cloud-Computing is the delivery of 

different services throughout the internet. These resources include tools and applications like data storage, 

servers, databases and networking. As long as an electronic device has access to the web, it has access to the 

data and software programs to run it. Cloud storage technology develops very fast, and cloud storage security 

technology is facing unprecedented 

Challenges. However, cloud storage security is not just a technical issue [5]. Now, in the fifth generation 

increase in the use of cloud computing, lead to the demand of CLOUD-SECURITY. 

Cloud-security have security principles applied to protect the data, applications and infrastructure associated 

within the cloud computing technology. Thus, we are developing an application to secure the cloud. The 

evaluation system includes security scanning engine, security recovery engine, security quantifiable evaluation 

model, visual display module and etc. The security evaluation model composes of a set of evaluation elements 

corresponding different fields, such as computing, storage, network, maintenance, application security and etc 

[4]. 

In order to effectively manage the networks for administrators within limited time and energy, we develop a 

hierarchical framework which detects the malicious attacks and prevent our data from that attacks. Thus, in 

our application we are using two algorithms, firstly IDS (Intrusion Detection System) to detect the attack, 

provide the information of the hacker to the administrator and the second algorithm used is named as IPS 

(Intrusion Prevention System) to prevent our data from the hacker. We are also going to retrieve the data of the 

hacker by using support vector machine (SVM). 

 

Keyword—Data security, Cloud-Computing, Cloud security, IDS, IPS, SVM. 
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I. INTRODUCTION 

 

Capturing and analysing the abnormal behaviour is 

one of the most critical issues in keeping a network, 

data centre or cloud under control. Intrusion 

Detection System (IDS) and Intrusion Prevention 

System (IPS) are regarded as the most important 

techniques in security management [9]. We will 

develop a hierarchical framework to perform high 

threat mining and ranking based on their processing 

urgencies, in turn to reduce the operating difficulties 

for the network administrators. We have seen that 

personal computer’s data and the cloud data are 

hacked due to less security provided by the user. This 

Data and the information is hacked or changed by the 

hacker, so we need to recover the hacked data or the 

retrieved data. In the existing system, there is no 

application to identify and detect the hacker. So in 

the current system, we use IDS and IPS techniques for 

detecting and preventing the data from the hacker. 

 

IDS is a system that monitors network traffic for 

suspicious activity and issues alert when such activity 

is been discovered. It is a software application that 

scans the whole network or a system for harmful 

activity or policy breaching. A good intrusion 

detection system requirements for the highest 

possible detection rate and false alarm rate as low as 

possible due to intrusion detection in user behavior 

mainly as a data format, so the core problem is how to 

correctly and efficiently handle the data collected, 

and reach a conclusion. 

 

An IPS is a system that has the ability to detect 

attacks, both known and unknown, and prevent the 

attack from being successful. Thus, Intrusion 

Prevention System is also known as Intrusion 

Detection and Prevention System 

 

We are also retrieving the cloud data using SVM. 

SVM is a supervised machine learning algorithm and 

can be used for both classification and regression 

challenges. However, it is mostly used in classification 

problems.  

Thus, in the proposed system, we are aiming to 

provide the security to our data stored in the cloud 

server, so that we can prevent our data from any 

malicious activity. 

 

II. LITERATURE SURVEY 

 

Table 1 – Literature Survey 

 

Sr. 

No 

Paper Remarks   

1.   Data Mining Based 

Intrusion Detection 

System application  

Aimed on 

operating principle of 

IDS based on data 

mining [1].  
2. Design of a new 

Intrusion Prevention 

System of application  

Introduction of IPS 

and discuss of the 

various threats 

To prevent them 

[2].  
3. Design of the 

Intrusion Detection 

System Based on 

Multi-Agents in the 

Ecommerce System  

The system 

structure of IDS 

based on the Mobile 

Agent is proposed 

and then design of 

the MAIDS system 

[3].    
   

4  One quantifiable 

security evaluation 

model for cloud 

computing platform  

Quantifiable 

security evaluation 

system for different 

clouds that can be 

accessed by 

consistent API [4].  
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5. Study on Data 

Security Policy Based 

On Cloud Storage  

This paper is to 

achieve data security 

for cloud storage and 

to formulate the 

corresponding cloud 

storage security 

policy [5].   

 

III. ALGORITHMS 

 

1] IDS (Intrusion Detection System) 

 

In this system we present Genetic Algorithm 

approach which can efficiently detect the various 

types of network intrusions. Genetic Algorithm is 

used to optimize the search of attack and by 

combining the IDS with genetic algorithm increase 

the performance of the detection rate of the Network 

Intrusion Detection Model and reduces the false 

positive rate. Intrusion Detection System (Intrusion 

Detection System) IDS surface it looks like network 

monitoring and alarm devices, a kind of observation 

and analysis of network attack has occurred, and to 

send a warning before the attack, and then do a 

corresponding counter-measures to reduce the huge 

losses the device may occur[1]. IDS is a system that 

monitors network traffic for suspicious activity and 

issues alert when such activity is been discovered. It is 

a software application which scans whole network or 

system for harmful activity or policy breaching. It 

monitors and analyses the user and system activities. 

It performs auditing of the system files and other 

configurations of the      operating system. It assesses 

integrity of the system and data files. It conducts 

analysis of known attacks based on patterns. It detects 

errors in system configuration. It detects and alerts if 

the system is in danger. Intrusion detection system for 

detecting an attempt to undermine the integrity of 

computer resources, authenticity and availability of 

software behaviour, it can real-time monitoring 

system activities, real-time discovery of aggressive 

behaviour and take appropriate measures to avoid or 

minimize the occurrence of attacks generated by 

attack hazard[1]. 

 

 
 

FIG 1 - IDS 

 

2] IPS (Intrusion Prevention system) 

 

An IPS is a system that has the ability to detect 

attacks, both known and unknown, and prevent the 

attack from being successful. Thus, Intrusion 

Prevention System is also known as Intrusion 

Detection and Prevention System. Intrusion 

Prevention System (IPS) is an important 

supplementary for security management [9]. Basically 

an IPS is a firewall which can detect an anomaly in 

the regular routine of network traffic and then stop 

the possibly malicious activity. The main functions of 

intrusion prevention systems are to identify malicious 

activity, log information about this activity, report it 

and attempt to block or stop it. Intrusion prevention 

is to detect and identify any abnormal user behaviour 

which aims at destructing information security and / 

or stability through the network [2].  Network-based 

IPSs create a series of choke points in the enterprise 

that detect suspected intrusion attempt activity. 

Placed inline at their needed locations, they invisibly 
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monitor network traffic for known attack signatures 

that they then block. These systems don’t reside on 

the network per se but rather on servers and 

individual machines. They quietly monitor activities 

and requests from applications, weeding out actions 

deemed prohibited in nature. These systems are often 

very good at identifying post-decryption entry 

attempts. These IPSs scan network packets, looking 

for signatures of content that is unknown or 

unrecognized or that has been explicitly labelled 

threatening in nature. Intrusion Detection System 

(Intrusion Detection System)IDS surface it looks like 

network monitoring and alarm devices, a kind of 

observation and analysis of network attack has 

occurred, and to send a warning before the attack, 

and then do a corresponding counter-measures to 

reduce the huge losses the device may occur[1]. 

 

 

FIG 2- IPS 

 

3] SVM (Support Vector Machine) 

 

SVM is a supervised machine learning algorithm 

which can be used for both classification and 

regression challenges. However, it is mostly used in 

classification problems. In the SVM algorithm, we 

plot each data item as a point in n-dimensional space 

(where n is number of features you have) with the 

value of each feature being the value of a particular 

coordinate. Then, we perform classification by 

finding the hyper-plane that differentiates the two 

classes very well.  SVM’s are very good when we have 

no idea on the data. Works well with even 

unstructured and semi structured data like text, 

Images and trees. The kernel trick is real strength of 

SVM. With an appropriate kernel function, we can 

solve any complex problem. It scales relatively well to 

high dimensional data. 

 

 
 

FIG 3- SVM 

 

IV. EXISTING SYSTEM 

 

In existing system there is no computerizes system to 

identify intrusion detection attack in your personal 

computer or laptop. A hacker can easily change your 

personal database or hack our personal database. But 

we cannot identify them so we can’t understand who 

is stolen our data. So in proposed system we are trying 

to give security to our data and stored out data in 

cloud server so hacker cannot identify the data 

storage location. The existing network intrusion 

detection research is mostly concentrated on the 

wired network, the intrusion detection research on 

wireless sensor networks is relatively little [2].  
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V. MATHEMATICAL MODEL 

 

 

 

 

 

 

 

 

 

FIG 4 - MODEL 

 

Where, 

U   =User stores data on Cloud  

CD=Data stored on cloud server 

H   =Hacker can make login attempt  

CD =Hacker changes the data 

RD =Retrieve the original data. 

Above mathematical model is NP-Hard 

Because sometime result is not accurate. 

 

Input: Hacker can make login attempt on the user's 

Pc. 

Output: System then captures the hacker's face, 

retrieve the data and system is blocked. 

  

Let us consider, H as hacker who can make login 

attempt on user's PC and change the data. 

H = {U, CD, CD} 

Where, 

U = {User can upload data on cloud server.} 

CD = {Cloud server store the user's data} 

CD = {Hacker can change the data of user} 

 

U = {H, CD, RD} 

Where, 

 H= {User receives hacker's face image via mail} 

 CD = {Hacker can change the data of the user} 

 RD =   {System data is retrieved which was changed 

by the hacker} 

 

Functions: Functions implemented to get the 

businessman original data and detect the hacker face. 

Functional relations: 1] Hacking, 2] Security, 3] IPS, 4] 

IDS.  

 

Success Condition: Successfully algorithm 

implementation and proper input  

 Failure Condition: 1. huge data can lead to more time 

consumption to get the information.2. Hardware 

failure.3. Software failure. 

 

Space Complexity: The space complexity depends on 

Presentation and visualization of discovered patterns. 

More the storage of data more is the space complexity. 

Time Complexity: Check No. of patterns available in 

the database = n. If (n > 1) then retrieving of 

information can be time consuming. So the time 

complexity of this algorithm is O (n ˆn). 

 

 

 

 

 

 

VI. SYSTEM ARCHITECTURE 

 

If  hacker is trying to hack the data of our system , we 

will catch the face of the hacker if login attempt fail 

at the first time.In the second time if attacker 

changed the data on our PC, then our system will 

retrieve the previous data using support vector 

machine. If the hacker attempted for the third time to 

hack the system then we will block the system, and 

we will not provide any login option for the hacker. 
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FIG 5 – SYSTEM ARCHITECTURE 

 

VII. Advantages of System Architecture 

 

[1] Using IPS and IDS algorithm system can provide 

the security to the user’s important information 

and data. 

[2] SVM algorithm can recover the user’s important 

information and data which is changed or 

modified by the hacker. 

[3] This is reliable system. 

[4] This system can prevent the hackers from 

hacking. 

[5] When hacker trying to hack the user’s important 

information and data then system send the email 

of the hacker’s image to user, because of this 

email system immediately alert the user. 

[6] Replace a Human Monitoring Your Network 

24x7. 

VIII. APPLICATIONS 

 

[1]. Small business:  The reason being, many large 

companies have the infrastructure in place to 

guard against cyber-attacks. Small businesses, 

however, either don’t have the proper 

resources to thwart an attack or they don’t take 

cybersecurity as seriously as they should. 

[2]. Healthcare:  The healthcare industry is another 

prime target for ransomware attacks because of 

the sheer amount of patient data stored by 

healthcare entities. Health information is some of 

the most valuable data on the dark web because it 

can be used to commit insurance fraud. 

[3]. Higher Education :  When you think of potential 

targets for hackers, colleges and universities 

probably aren’t the first to come to mind, 

however, the higher education industry is another 

mecca of personal data. From social security 

numbers, addresses and passwords to loan and 

bank information, it’s no wonder attacks on 

colleges and universities are becoming more 

prevalent. 

[4]. Energy:  Last, but by no means least, is the energy 

sector. Here, things like the electric power grid 

and power generation facilities are controlled by 

technology and communication systems that 

could be disrupted, hacked or taken over during a 

cyber-attack to put our economy in serious 

danger. 

 

IX. CONCLUSION 

 

In order to effectively manage the networks for 

administrators within limited time and energy, we 

develop a hierarchical framework to secure the data 

of the user by detecting and preventing any malicious 

attack. With the help of IDS and IPS our data is 

highly secure. We can also get image of the person 

who is unauthorized accessing our data. If our data is 

hacked then we can also retrieve it. We can also block 

the system if hacker is repeatedly trying to attempt 

the login. Thus, we find that the accuracy of our 

proposed method is larger than 97%, the analysis 

results verify that our proposed methods is more 

effective compare with other methods[9]. 

 

X. FUTURE WORK 

 

[1] Malware targeting virtual machines:  “Many 

breeds of malware today can detect if they are 

running within virtual machines and make 
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adjustments or shut down altogether in order to 

evade detection, but only a few proof of concept 

viruses have actually attempted to break free into the 

host machine,” explained Fred Couchette, senior 

security analyst at Approvers. “We expect to see 

more of these in the near future.” 

[2] ATM-like hardware hacks: “We've seen 

criminals physically walk in to stores and replace 

credit card terminals with working replacements 

that had been modified to contain a 3G modem, 

which transmitted payment details directly back to 

them,” said Lyne. “This high scale, intelligent 

hardware hacking demonstrates that the threat is not 

just impacting the conventional PC.” 

[3] RAM scraping: “For years everyone has been 

locking down databases since they are the source of 

information, but now hackers that can breach a 

server can get an application less than 1MB in size 

on the server and capture all the data as it is written 

to RAM before it goes to a database,” said Chris 

Drake, CEO of Fire Host. “An application like this 

can also capture data (such as credit card numbers) 

that don't even go into a database, but that are 

processed by a third party provider. RAM scraping 

will be a huge concern as it gains more popularity 

among the hacker crowd.  
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ABSTRACT 

 

A website helps a business to grow by using different marketing strategies. This paper describes a novel 

approach to develop a website by just providing the text (description of the website) or an image as input. 

Using Text Input it will suggest template (screenshots) after identifying the theme of the site inferred from 

the input. Those templates are converted into code for further customizations for their personal use. Current 

problem was that a web developer will take more than 15 days only to just make the basic structure of a 

website. This issue is resolved by our work which will generate the complete code of the webpage/ website in 

less amount of time. In this paper, it will tokenize each word to find their synonyms and then mapped it with 

root words for the theme identification and uses deep learning model to convert templates into code. 

Keywords: Root words, Theme, Synonyms, code 

 

I. INTRODUCTION 

 

To survive in the digital world, website becomes the 

basic requirement of each business to represent itself 

in digitalized world, big or small. Permission to make 

digital or hard copies of all or part of this work for 

personal or classroom use is granted without fee 

provided that copies are  not made or distributed for 

profit or commercial advantage and that copies  bear 

this notice and the full citation on the first page. 

Copyrights for  components of this work owned by 

others  than ACM must be honored. 

If a business does not have a website, they are losing 

the number of great opportunities for their business. 

A website helps a business to grow by using different 

marketing strategies. So, deploying a high end and 

user interactive websites are important and should be 

done in minimal time as possible. 

What makes a website? 

 A website contains HTML code which acts as its 

Skeleton for website 

 Then comes CSS (Cascading Style Sheet) and JS 

(JavaScript) which is as the name says used for design 

the website 

 

The user input can be in any structure of the sentence 

from which tokens will be extracted and their 

synonymies will be mapped to identify the theme 

from root word. After identifying the theme, 

Suggestions will be shown and that suggestion will be 

feed into Convolution neural network (CNN) after 

that features will be extracted and feed into Long 

Short Time Memory (LSTM) which will generate DSL 

Tokens. Those tokens will be compiled to generate 

code. 
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Paragraph Segmentation: 

first step is to break the word in segments of words 

which is called tokens in NLP. Using Word tokenize 

package from NLTK. The tokens contain English 

words, every token is extracted from the sentence of 

words. 

Word Analysis is now after the sentence is converted 

into tokens. Then part  of speech tagging is done for 

each word. Words containingonly Noun and adjective 

are extracted from the tokenized. 

 

Only Noun and adjective are used to detect theme 

because: 

 

 Noun contains words like objects, actions qualities 

and state of existence 

 

 The adjective is useful in identifying parts of speech 

with the noun which is mainly the motive of word 

analysis.Word Analysis Now after the sentence is 

converted into tokens. Then part of speech tagging is 

done for each word. Words containing only Noun and 

adjective are extracted from the tokenized. 

Only Noun and adjective are used to detect theme 

because: 

 

 Noun contains words like objects, actions qualities 

and state of existence 

 

 The adjective is useful in identifying parts of speech 

with the noun which is mainly the motive of word 

analysis. 

 

Word Mapping and Template suggestion 

 

Next Step is to map the words with their original 

word which is already present in the list to map each 

word we need to  find synonyms for each word by 

using WORDNET which is a lexical database for 

English language, by using Wordnet.synset() function 

to find the synonyms of the word. 

After finding synonyms the words will be mapped 

with root words for theme after mapping. Templates 

are already classified which template comes in which 

theme on 

the base of the identified theme. Templates will be 

suggested to the user. 

 

CNN 

 

In deep learning, to analyze visual images the mostw 

common class of neural networks used is 

convolutional neural network (CNN, or ConvNet). 

CNN require minimal preprocessing because it is 

designed by using a variation of multilayer 

perceptron.[1] Due to shared-weights architecture 

and characteristics of translation invariance they are 

known as shift invariant or space invariant artificial 

neural networks (SIANN). Inspiration from biological 

processes [4], CNN develops a network of neurons by 

proving the connectivity pattern in the way that it 

looks like the pattern used in animal visual cortex. In 

receptive field, each individual cortical neuron will 

respond only in restricted region to the stimuli of the 

visual field. Different neurons show partially 

overlapping in the receptive fields in such a way that 

they will cover the entirevisual field. 

 

LSTM 

 

Recurrent neural networks (RNN) have the units as 

long short-term memory (LSTM). LSTM network 

consist of various LSTM units to build a recurrent 

neural network. Various components of LSTM unit 

are cell, a forget date, an input and output gate. All 

the 3 gates control the transmission of information in 

and out of the cell and then the cell stores the values 

on arbitrary intervals of time. To classify the data, 

process it and perform predictions which are on the 

basis of time series data, most commonly networks 
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used are LSTM networks because in important time 

series events there can be uneven or unknown 

duration lags. While training the traditional recurrent 

neural networks various vanishing and exploding 

gradient problems occur and LSTMs are developed to 

handle such problems. In various applications, 

relative insensitivity to gap length makes LSTM better 

than  recurrent neural networks, hidden Markov 

models and other sequence learning methods. 

 

II. Our Approach 

 

The proposed system is done in various steps like text 

segmentation, tokenizing, part of speech tagging, 

word map and theme, suggesting, CNN, LSTM and 

decoder as shown in Figure 1. 

 

 

 

 

 

 

 

 

 

2.1 Input Image and Text 

In this system the user can input text in two ways: 

 User can upload images of UI to convert UI to code. 

 User can type text description which will be used to 

suggestion and from that user can select the type of 

UI they went from the suggestion and that will 

generate code. 

 

 
2.2 Feature Extraction 

 

Both the methods of input have feature extraction 

Algorithms which extracts characteristics from both 

inputs each of them has their own feature extraction 

algorithm. 

 

2.2.1 Image input uses CNN as a feature extraction 

algorithm to get characteristics of input. CNN is 

widely used in computer vision problems because of 

its topology which allows them to extract minor 

details from the input. We used convolutional neural 

network which behaves like an encoder and performs 

unsupervised learning by comparing an input image 

to a fixed-length vector which was already made 

learn to system. 

 

2.2.2 Text input uses NLTK python library to firstly 

tokenize the inputs from which Noun and Adjectives 

are extracted from the tokenized data. 
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EXAMPLE: 

 

INPUT: “Need a website with red color navigation 

panel and black background” 

 

OUTPUT: 

[„'Need'„website„with,„red,„colour,„navigation,„panel 

,„ 

black,, background) 

 

2.3 Theme Detection 

 

After Tokenizing these phases come into play which  

Entity Recognition or Chunking which extracts Noun 

and Adjectives from tokenized data which are called 

Chunked data from that data synonyms are extracted 

and mapped with root words. 

 
 

2.4 Image Processing and DSL Token generation: 

 

After the extraction of features from the image using 

CNN, we used DSL tokens to describe UI Components. 

To find different graphical components and their 

relation between each other DSL Token generation is 

used. DSL reduces the size of search space by reducing 

the total number of tokens of vocabulary of the DSL. 

By providing a discrete input, our system language 

model performs the modeling at token-level which 

uses one-hot encoded vectors, eliminating the need 

for word embedding techniques such as word2vec. 

 

2.5 Decoder 

 

By using supervised learning method, model is trained 

by inputting an image I and xt is a contextual 

sequence of X of T tokens, t ∈ {0 . . . T − 1} as inputs; 

and xT token is taken as the target label. Input image 

I is encoded into vector representation p by using 

CNN-based vision model. LSTM Model is used to 

encode the input token xt into an intermediate 

representation qt which allows the model to 

concentrate more on certain type of tokens and less 

focus on others. 

 

Each LSTM layer consists of 128 cells and the first 

language model consist of two such layers. A single 

feature vector rt is formed by the concatenation of 

p(vision encoded vector)and qt(language encoded 

vector) which is then given as input to a second 

LSTM-based  model. This model will decode the 

image by mapping with various models like vision 

and language model. This makes  the decoder able to 

learn to map the relation between the 

objects identified in GUI image provided as input and 

the 

tokens present in DSL code. In out decoder each 

LSTM layer consists of 512 cells and it is implemented 

as the  combination of two LSTM layers. 

 

The architecture discussed above can be represented 

in 

mathematical form as: 

p = CNN(I) 

qt = LSTM(xt) 

rt = (q, pt) 

yt = softmax(LSTM0 (rt)) 

xt+1 = yt 
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III. Result 

 

This work will generate code for UI input provided 

by the user. Table 1 shows input provided by user as 

an image and code is the output generated by the 

system. Table 2 shows input provided by user as text 

and themes are  generated by the system as output. 
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IV. CONCLUSION 

 

This proposed system have discussed the theme 

detection technique and suggesting themes to user 

and generating code from the selected template. 

Current problem was that a web developer will take 

more than 15 days only to just make the basic 

structure of a website. This issue is resolved by our 

work which will generate the complete code of the 

webpage/ website in less amount of time. This system 

can be used by anyone to make a website from just a 

text input or screenshot of a website to generate code 

from it. It can be used to generate code for Android or 

IOS Applications from there GUI Screenshots to fully 

functional code. Our model is trained on very small 

dataset increasing the size dataset can lead to more 

accurate results. Our work is concerned with the 

generation of static website code. This work can be 

further extended to developing or generating the code 

for both static as well as  dynamic websites. 
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ABSTRACT 

 

Voice assistants developed by big companies like Cortana by Windows, Alexa by Amazon, Siri by Apple, and 

Google assistant by Google which performs the task ordered by the user. It can play audio-video, search for 

something, book flight tickets, can have fun conversations, etc. But the downfall of such technologies is the 

security issue as it stores its data on the cloud which can be retrieved by any technique and can be misused. 

Another issue is battery backup as most of the assistants do not have an inbuilt battery to work even in light 

cut-off situations. To overcome the above issues this project introduces Intelligent Virtual Assistant (IVA). 

IVA – Intelligent Virtual Assistant which not only follows her boss's order but also gives the next response 

using her artificial brain. This response may advice, motivation, choices, legal actions, etc. It comprises of gTTS, 

pyttsx, AIML [Artificial Intelligence Markup Language], and Python-based state-of-the-art technology. The 

Internet has made information more accessible over a wide network, thus making it quicker and vaster, 

revolutionizing how people communicate in the world. The information available on the Internet about a given 

topic may be extensive, which helps in finding the solutions to day-to-day problems.  And hence this project is 

based on forming more communication interactive models with the use of gTTs and AIML, facilitating the 

establishment of considerably smooth dialogues between the assistant and the users. Also, IVA stores its data in 

the user's PC this eliminates security problems. 

IVA is also capable of recognizing the user's voice its gesture. This project not only gives logical or technical 

output but also an emotional one. IVA is a software agent that can assist people in many of their daily activities. 

It is capable of retrieving information from databases to give suggestions to people on performing different tasks, 

deploying a learning mechanism to acquire new information on user performance. It can make assistance more 

reliable and efficient by collecting information autonomously from objects that are available in the surrounding 

environment. This project also consists of voice-based user verification using a deep learning framework that 

recognizes the user's voice by its timbre and pitch. To make this idea feasible, IVA uses many searching 

protocols, artificial intelligence, machine learning, deep learning, etc. 

 

Keywords: Cortana, Alexa, Siri, Google Assistant, gTTs, pyttsx, AIML, artificial intelligence, machine learning, 

deep learning. 
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I. INTRODUCTION 

The term virtual assistant was coined way 

back in 1950s even before Siri which was 

developed by Apple as a virtual assistant for 

android. The term virtual assistant or virtual 

personal assistant is an application program 

that can understand natural human language, 

speak natural language and complete 

electronic task for the end user [11].The 

main aim is to design a voice-based 

intelligent virtual assistant (IVA) that acts as 

a digital organizer to provide variety of 

services to its master with the use of various 

machine learning algorithms, which accept 

voice input, process it and provide desired 

output to user[12].Some virtual assistants are 

able to interpret human speech and respond 

via synthesized voices, Users can ask their 

assistants questions, control home 

automation devices and media playback via 

voice, and manage other basic tasks such as 

email, to-do lists, and calendars with verbal 

commands, provide Profile management, 

Reminders [13], etc.  

 

This intelligence system is classified into 

three generations: First Generation based on 

Pattern Matching; Second Generation 

including techniques of Artificial 

Intelligence such as deep neural network; 

Third Generation indulging higher ordered, 

sophisticated pattern matching techniques 

which is mostly based on AIML, a markup 

language for chat-bots constructions which 

is based on XML[3]. 

 

Following are the technologies used in 

Virtual assistant: 

 

 

A. Speech Recognition 

Speech Recognition is the ability of 

machine/program to identify words spoken 

aloud and convert them into readable text. 

 

The main building blocks of speech 

recognition system are: Signal preprocessing 

Feature extraction,  Language model, 

Decoder and Speech Recognition[5]. 

 

B.  Speaker Identification 

Speaker identification is the computing task 

of validating a user’s claimed identity using 

characteristics extracted from their voices. 

 

The two main modules of speaker 

identification are feature extraction and 

feature matching. Feature extraction is used 

to differentiate speaker according to their 

pitch and tone. In testing phase first features 

are extracted and then they are matched 

with the speaker templates using feature 

matching module[9]. 

 

II.  LITERATURE SURVEY 

 

Here we have discussed the literature survey 

of some of the existing techniques. 

Giancarlo Iannizzotto et al. [1] proposed A 

vision and speech enabled, customizable, 

virtual assistant for smart environments. In 

this paper, an architecture is created that can 

assist the user not just only by voice but also 

by taking vision of the users. This paper 

introduces an architecture for building 

vision-enabled smart assistants, provided 

with expressive and animated graphical 

characters and speech recognition and 

synthesis. The limitation of this system was 

lack of accuracy in recognizing speaker and 
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system can be trained for fall detection and 

anomalous behaviour. 

 

Veton Këpuska and Gamal Bohouta [2] 

proposed Next-Generation of Virtual 

Personal Assistants (Microsoft Cortana, 

Apple Siri, Amazon Alexa and Google 

Home). In this Proposal, an approach is 

proposed that will be used to design Next 

generation of Virtual personal assistants, 

increasing interaction between users and the 

computers by using the Multi-model 

dialogue system with techniques including 

gesture recognition, image/video recognition, 

speech and conversational knowledge base, 

General knowledge based. The advancement 

of the system is to achieve more accurate 

result and customer service home 

automation. 

 

Neha Madhavi et al. [3] proposed JARVIS: 

An interpretation of AIML with integration 

of gTTS and Python. The system comprises 

of three modules first is based on Pattern 

Matching, second includes techniques of 

Artificial Intelligence and third includes 

indulging higher ordered, sophisticated 

pattern matching techniques, based on 

eXtensible Markup Language (XML). All this 

module has worked on achieving high 

accuracy of the system. But there are some 

limitations of this system that is AI should be 

transformed from stable AI to dynamic self-

learning AI system which will be more 

potent to the system itself. 

 

Artur Dovbysh and Vladyslav Alieksieiev [4] 

proposed Development and integration of 

speech recognition tools into software 

applications and an approach to improve of 

speech recognition quality. The purpose of 

the current research paper is to improve 

existing free to use tools of speech 

recognition and develop the approach to 

achieve both speech recognition engine and 

modules than bring recognition 

improvements with custom application. This 

architecture mainly includes speaker’s 

diarization, Word correction text filter 

which includes Levenshtein’s distance 

technique. To improve speech recognition 

efficiency, a primitive Python Neural 

network was implemented and using the 

TensorFlow training Library. The weak 

point of the system was differentiation of 

speakers' accents. 

 

Ashok Kumar and Vikas Mittal [8] proposed 

Speech Recognition: A Complete Perspective. 

This paper introduces building blocks for 

general speech recognition system i.e. Signal 

pre-processing Feature extraction, Language 

model, Decoder and Speech Recognition. 

Challenges in speech recognition like 

environment factors, Vocabulary solves 

where overcome using above building blocks. 

Fields like local language or foreign language 

recognition with efficiency has to work still. 

 

Sanket Shah et al. [6] proposed Speech 

recognition using neural network. This 

paper focuses on deep neural network which 

is a modern approach for recognizing the 

speech. Various neural network such as 

DNN, RNN and LSTM is discussed in the 

paper. The LSTM algorithm complexity per 

weight and time step is O(1). This is the 

extreme advantageous for high speed 

working of system and outruns the other 

approaches such as RTRL. The advancement 
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in this field is that it can be used in various 

languages depending upon the region being 

used. 

 

Nisha [7] proposed Voice Recognition 

Technique: A Review paper. In this paper 

biometric technology is used to recognize a 

particular individual’s voice. The speech 

waves of particular voice form the basis of 

identification of speaker. Voice has its 

unique characteristics called feature & the 

process of extracting these features from the 

individual voice is called feature extraction. 

Techniques used in this system are Linear 

Predictive Coding, Perceptual Linear 

Prediction, Relative Spectral Filtering and 

Mel Frequency Cepstral Coefficient. Features 

are used to train a classifier so that it can 

classify the words which are spoken by the 

subject. Various classifiers which are used in 

voice recognition system are Hidden Markov 

Model, Neural Network Model, Dynamic 

Time Warping and Vector Quantization. 

This paper provides review of various voice 

and speaker recognition systems. 

 

David Snyder et al. [8] proposed Speaker 

Recognition for Multi-Speaker 

Conversations using X-Vectors. This paper 

introduces x-vectors, an embedded neural 

network that is very effective for both 

speaker recognition and diarization. Speaker 

diarization is the process of grouping 

segments of speech according to the speaker, 

and is sometimes referred to as the “who 

spoke when” task. This system solves 

problem of speaker recognition on multi-

speaker conversation 

 

Satyam P. Todkar et al [9] proposed Speaker 

Recognition Techniques: A review paper. 

This paper has aimed to identify the speaker 

from different speakers available or verify a 

particular speaker. The voice of every 

individual sound is different as they are 

attributed to different features that create 

the voice, this may be- pitch, length of the 

vocal tract, sound frequency etc. Algorithms 

used are Vector Quantization (VQ), Gaussian 

Mixture Model (GMM), Neural Networks 

(NN), Mel Frequency Cepstral Coefficients 

(MFCC), Linear Predictive Coding (LPC), 

GMM & Pitch Detection Algorithm, Hidden 

Markov Model (HMM). The system was able 

to cut off background noise using MFCC 

algorithm. 

 

Garima Sood et al [10] proposed A Robust 

Speaker Identification System for Natural 

and Whispered Speech. This paper solves the 

main challenge lies in improving the 

robustness of the system in highly noisy  

environment. using, different identification 

algorithms for both normal and whispered 

speech have been compared to check the 

robustness. The extracted features have been 

classified with various classifiers such as 

Support Vector Machine, Fine K Nearest 

Neighbour (KNN) and Weighted KNN. 

Again, the limitation of the system was 

acquiring high accuracy. 

Below are some of the highlighted 

researches in speaker recognition and 

speaker identification field: 
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Sr. 

No. 
Author  Techniques used Challenges Constraints 

1 
Giancarlo Iannizzotto et 

al. 

Mary TTS 

module 

Flite2 module 

To make 

interaction more 

natural and 

attractive. 

 

Fall detection or 

anomalous 

behaviour. 

2 Gamal Bohouta et al 
Next-generation 

of VPA model 

To establish a 

lengthy 

conversation with 

user. 

System can be 

more accurate and 

can be used in 

customer service 

home automation. 

 

3 Neha Madhavi et al.  

AIML and Google 

API 

 

Interpretation of 

AIML. 

 

To transform 

stable AI assistant 

into a dynamic 

self-learning AI 

system. 

 

4 Artur Dovbysh et al. 

Speaker 

Diarization 

 

To improve 

speech 

recognition 

quality. 

 

Differentiation in 

speaker’s accent. 

 

5 Ashok Kumar et al. 

Linear predictive 

coding (LPC), 

PLP and 

Mel Cepstral 

Coefficients 

(MFCC) 

Challenges in 

speech 

recognition like 

environment 

factors, 

Vocabulary solves. 

 

Fields like local 

language or 

foreign language 

recognition with 

efficiency has to 

work still. 

 

6 Sanket Shah et al. 

Speech 

classification 

techniques. 

To obtain highest 

accurate results. 

Speech recognition 

can be used for 

various languages. 

 

7 Nisha ASR System 

To gain highest 

result from 

various feature 

extraction 

techniques. 

Access control or 

Transaction 

Authentication. 
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8 David Snyder et al. 

Speaker 

diarization, x-

vector, AHC. 

Speaker 

recognition for 

multi-speaker 

conversation. 

 

AHC can be 

replaced with 

alternative 

method. 

9 Satyam P. Todkar et al. 

Feature matching 

and extracting 

techniques. 

To identify 

speaker from 

different speakers. 

 

Useful in noisy 

environment. 

10 Garima Sood et al. SVM AND K-NN 

Speaker 

identification for 

natural and 

whispered speech. 

 

Real time training 

and useful with 

IOT devices. 

 

 

 

III. CONCLUSION 

 

This paper introduces voice-based intelligent virtual 

assistant specifically designed for windows operating 

system. In this system we have integrated both speech 

recognition and speaker identification technology. 

This IVA system uses speech, audio, video and other 

mode of communication to interact with human. 

Further this system can be used in different fields 

such as home automation, medical assistance, car 

automation, robotics and security access. 
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ABSTRACT 

 

In the recent times, the rates of cyber crimes has been increasing tremendously. It has been proven incredibly 

easy to create fake documents with powerful photo editing softwares. Also social media has proven to be the 

largest producer of fake images as well. Various malpractices have also been on surge with the help of 

producing digitally manipulated fake documents. Detection of such fake documents has become mandatory and 

essential for unveiling of the documents/images based cyber crimes. The tampered images and documents will 

be detected using neural network .The output of the system will distinguish original document from a digitally 

morphed document. The system will be implemented using Neural Networks. 

Keywords : Artificial Neural Network ; GLMC Features; Graphical User Interface ;Machine Learning ; Support 

Vector Machine. 

 

 

I. INTRODUCTION 

 

In the recent times the speed of cyber-crimes has 

been increasing tremendously it's been proven 

incredibly easy to make fake documents with 

powerful photo editing software Also social media has 

proven to be the most important producer of faux 

images also Various malpractices have also been on 

surge with the assistance of manufacturing digitally 

manipulated fake documents Detection of such fake 

documents has become mandatory and essential for 

unveiling of the documents/images based cyber-

crimes The tampered images and documents are going 

to be detected using neural network The output of the 

system will distinguish original document from a 

digitally morphed document The system are going to 

be implemented using Neural Networks this is often 

an desktop application the rates of cyber-crimes are 

on a rise it's been proven incredibly easy to make fake 

documents with powerful photo editing software 

Documents and pictures are often scanned and 

morphed within minutes with the assistance of sort of 

software available On Investigation it States a 

foundation and it provides an answer to differentiate 

between original document and digitally morphed 

document Here the accuracy of system method has 

accuracy of 96 It is also possible to change metadata 

content making it unreliable here it's used as a 

supporting parameter for error level analysis 

decision . In, Xunyu Pan, Siwei Lyu proposed a 

scheme to detect the copy-move forgery in a 

picture , mainly by extracting the key points for 

extraction. The difference between the 

normal method and proposed scheme is first 

segments the test into semantically independent 

patches before key point extraction. within 

the second stage, to refine an estimated matrix an 

EM-based algorithm is employed and to verify the 

existence of copy-move forgery.  

The methods are categorized in two types as active 
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and passive forgery detection methods. The scope 

of system is restricted to review on passive forgery 

detection methods. System aims to present the 

study on different old methods of image forgery 

detection using different approaches like DWT 

(Discrete Wavelet Transform), SIFT, LBP (Local 

Binary Pattern). With the advancements in digital 

image acquisition, processing and reproduction 

technologies, the perfection has become easier 

with the fabrication of document. Document 

examiners examines the Composite copies which 

are produced for fraudulent purposes. The easy 

availability of those technologies to criminals leads to 

their application to preparation of fabricated 

photocopies or computer generated hard copies. Such 

document are produced in court of law because the 

only available piece of evidence with a excuse the the 

first document has been lost , eaten by moths or burnt 

during a fire etc. Superimposition is employed to 

detect counterfied documents, mainly tampered with 

employing a photocopier . This study presents 

examination of  machine generated questioned 

document consisting of fabricated and manipulated 

writing signatures using digital image processing and 

reproduction tools. However, such techniques have 

now become obsolete since forgery lately is digital, 

clean and indistinguishable to the human eye. 

Therefore, machines are a more viable option now. 

Most of the techniques wont to detect those 

manipulations employ machine learning and pattern 

recognition. Image processing algorithms like DWT 

(Discrete Wavelet Transform) and SVD (Singular 

Value Decomposition) are one among the feature 

extraction methods that are used today to detect 

forged images Another devised scheme is to divide 

the image into overlapping blocks, thinking of them 

as vectors and find the manipulated region through 

radix sorting. Here method for detecting copy-move 

forgery over images tampered by copy-move. To 

detect such sort of forgeries, the input image is split 

into overlapping blocks of equal size, feature for every 

block is then extracted and represented as a vector, 

radix sort is employed to extract all the features of 

vector. Finally, the medium filtering and connected 

component analysis are performed on the tentative 

detected result to get the ultimate result. Compared 

with other methods, employing the radix sort makes 

the detection far more efficient without degradation 

of detection quality. Another approach to detect 

tampered images is to form use block based methods, 

but by using the non-overlapping texture blocks as a 

base for the graceful blocks, thus reducing the 

computational capacity. The algorithms then 

evaluates and compares supported their performances 

associated with a group of predefined parameters, this 

characterization are going to be used for further 

evaluation on the performance and efficient of an 

given blocked based cloning detection algorithms 

under the study. The result found after comparing 

them a user ready to select the foremost optimal 

forgery detection technique, counting on the user 

format and sort transformation it involves . Reflective 

SIFT based algorithms also are proficient in the 

detecting duplicated blocks in copy-move forgeries. 

due to this different detection techniques are suggests . 

we'd like to require care of image forgery. the pictures 

are often scaled, rotated, and flipped (mirror 

reflected). SIFT (Scale invariant feature transform) is 

usually wont to match images. But it fails for flipped 

images. Mirror-reflection invariant feature transform 

(MIFT) is presented in framework. Here, we'll find 

out how MIFT improvise SIFT  

 

Literature survey: 

Morphing images digitally has experienced 

tremendous growth in past 10 years Now a days 

several software are available that are wont to 

manipulate image in order that the image is appear as 

if as original Images are used as proof for 

authentication for any crime and if these images 
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aren't genuine then it'll be a problem for acceptance 

System is employed to detect these sorts of forgeries 

to work out whether a digital image is original or 

manipulated may be a big challenge to seek out the 

traces of tampering during a digital image may be a 

challenging task this technique presents a number of 

the Image Manipulation detection techniques like 

contrast enhancement detection splicing and 

composition detection image tampering etc 

Comparison of those techniques concludes the higher 

approach for its future research Using neural network 

tampered images are detected which recognizes the 

morphed region of the image and unveils the 

segments of the first image It are often implemented 

on Android platform The compression ratio of the 

changed content during a fake image is different and 

is detected using Error Level Analysis(ELA) that of 

the first image . Results prove the 

great performance of the scheme by comparing it 

with the state-of-the-art schemes on the general 

public database. the most two types are (a) Copy-

Move forgery (b) Image splicing forgery of image 

Copy-move tampering is most generally employed 

by attackers during which object of another image 

is copied and pasted in original image in nearly 

matching areas. Hence to detect such image 

threats, it's required to automatic computer vision 

based method which may classify whether input 

digital image is original or tampered. there have 

been many methods introduced for copymove 

forgery detection from last 15 years. 

 

 

    

 

 

 

 

II. METHODS AND MATERIAL: 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1.flowchart of methodology 

 

1.Creation of dataset: 

The images used for training this system are collected 

from various internet sources, college dataset and are 

morphed using photo editing tools. These images are 

edited using Adobe Photoshop CC 2017 to create a 

dataset of images- one original and its edited version. 

 

2.Pre-Processing of Image: 

To make the details of the images stand out more, the 

query image will be enhanced using histogram 

equalization .Histogram equalization: It is a necessary 

step because sometimes minute forgeries go 

undetected through the entire process. It is important 

Creation of 

Datasets 

Pre-processing 

of Image 

Segmentation of Image 

into 3 clusters using k-

means clustering 

Classification 

Implementation of Framework 

using GUI 

Linear SVM 

ANN 
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that the machine gets most of the details in one go. 

Histogram equalization, as the name suggests, is a 

method, where the intensities are adjusted using the 

histogram of the image. This technique is used here 

for contrast enhancement .Another essential stage in 

the pre-processing of an image is the removal of noise 

i.e. de-noising. 

Denoise: De-noising is again done so that the details of 

the image are sharper and are not missed while 

extracting the features of the image. 

Median Filter: A kernel of pixels is scanned over pixel 

matrix of the entire image.  The median of a pixel 

values in the window is computed, and the center 

pixel of the  window is replaced with the computed 

median. Since the median value must actually  be  in 

the value of one of the pixels in the neighborhood , 

the median filter does not create  new unrealistic pixel 

values when the filter straddles an edge .For this 

reason median filter is much better at preserving sharp 

edges. 

 

3.Segmentation: 

Segmentation will be performed using k-means 

clustering, In this the image will be divided into K 

segments and the appropriate image will be chosen 

upon the data contained it .For this the GLMC feature 

will be used and the frame or segment having highest 

of the mean will be chosen. The GLMC frames will be 

compared to the original image and it will be helpful 

in calcutating the result as this value will be stored 

into some array and it will taken into count at the 

time of results. 

 

4.Extraction of Features: 

Feature extraction is a primitive type of pattern 

recognition and it is very important for  pattern 

recognition.In this step we extracts some GLCM 

features such as Entropy, Angular Second Mo-  ment, 

Contrast, Maximum Absolute Deviation, and 

Mean.Texture, shape and colour are features which 

are also extracted from an input image or  

document.Gray Level Co-occurrence Matrix is a 

tabulation of how often different combinations  of 

pixel brightness values occur in a image. GLCM 

contains the information about  the positions of pixel 

having similar gray level values.GLCM calculation 

units receive pairs of gray level values as input. The 

GLCM calculation unit consists the different 

combinations of gray values like a0b1,  a2b3,  a10b21 

etc. This gives the deviation present in the image 

when compared with origi-  nal image by predictive 

image. 

 

5.Classification: 

The interconnection of the network can be adjusted 

based on the number of available  inputs and outputs 

making it ideal for a supervised learning.A linear 

kernel SVM will be one of the classifier used for 

classification and the other  one will is  ANN.    

 

 

III. RESULTS AND DISCUSSION 

 

This is the approach discussed in this paper executed 

successfully. The main purpose of the project was to 

inspect the handled computer legal documents for 

forensic testing using images. The processing 

technique that has been applied, the dataset required 

for the project was created by handling purchased 

images that no naked human eye could recognize it to 

handle image skill fully. After that, the feature 

information implemented by GALCM in MATLB, 

also provided by image processing toolbox R2015a 

examination and comparison required results between 

the original and the morphed legal document. Also 

HOG values were calculated but from the sort of 

matrix produced was very large trained in SVM so 

that they were eliminated. 

 

TABLE I: Classifiers used and their results 
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PARAMETERS ANN SVM 

Accuracy 96.4% 87.6% 

Sensitivity 97.0% 89.0% 

Specificity 95.0% 86.0% 

 

 

Use of SVM, classification of differences between 

one between the above morphed and the original 

legal document the result would have been different 

meanwhile more property specific assets of two 

documents. Also, by other mathematics, the 

expression would have been more sophisticated 

consequences of splitting morphed documents more 

easily. The use of an ANN classifier provided high 

accuracy 96.4% less than linear SVM which gave less 

accuracy. 

 

 
 

Fig 2: Confusion plot by Linear SVM 

 
Fig 3: Confusion plot by ANN 

 

 

 
 

Fig 4.ROC plot by ANN 

 

 

 

 

 

 

 

 

 

http://www.ijsrst.com/


International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 5 | Issue 8 

 

© 2020 IJSRST | Print ISSN: 2395-6011 | Online ISSN: 2395-602X | Published : 18/12/2020 - 104-109 

 

 

 

 

 
109 

IV. CONCLUSION 

 

Starting by editing images to crate a dataset and 

then its morphing and then scientifically 

examining the results obtained. Use the 

transformation technique above morphed and 

original image and finally edit the texture, features 

are the same initially, it was planned. At the 

present time, advances in science and technology, 

various advance introduction of image editing 

tools are also on the rise. These tools has 

multipurpose features. We can use this advanced 

image editing tools for the expansion of our next 

project execution to make results more quick and 

easy. While these tools are mostly used in areas 

related to creative design , criminals also can easily 

get access to it and as a result they can create a 

fake identity to hide themselves in a public place 

or the crime can be under investigation. These 

fake documents are not visible for the human eye. 

So, that was our intention purpose, such a method 

with good efficiency and accuracy will continue to 

refine procedures so that there are fewer loops in 

the analysis and hopefully this will come handy in 

the future. 
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ABSTRACT 

 

This paper provides an effective study of Wireless sensor network for air quality management for safety of user 

microcontrollers and sensors. It also discusses about the requirement of wireless nodes which keep monitoring 

of work place continuously for ensuring the security of both the employees as well as environment. Its 

advanced technology is already been applied in many fields. This paper focuses on the application of wireless 

sensors in various industries, and designs a set of security monitoring and alarm system using WSN network 

and GPRS network.  

 

Keywords: WSN network, GPRS network 

 

 

I. INTRODUCTION 

 

Nowadays, the vast use of real applications and 

challenges favor the use of “Wireless Sensor Networks” 

primarily as they are more efficient and cost effective 

as compared to alternative approaches. This 

characteristic of Wireless Sensor Networks allows 

them the capability to deploy sensor vectors under 

various circumstances in military and civilian 

applications.  

 

Many industries are part of a developing country. 

Like Petroleum and chemical industry as a very 

important pillar of the national industry, is an 

important support for the national economic take-off, 

but also is the country's key projects to achieve 

industrialization. Because of the increased demands of 

chemical and petroleum products in different fields, 

all kinds of dangerous products and high-pressure 

equipment must be installed and produced, so the 

safety of petrochemical plants is also very important. 

 

WSN: Wireless sensor network (WSN) can be 

described as a group of dedicated and spatially 

dispersed sensors used for the purpose of monitoring 

and recording the physical conditions of the 

environment and then organizing the data which is 

collected at a central location. WSN measures 

different environmental conditions such as 

temperature, sound, pollution levels, humidity, wind, 

and so on. The Wireless Sensor Network consists of 

nodes which can range from a few to even thousands, 

where each node is connected to sensors. Each of 

such sensor network node consists several parts 

which includes a radio transceiver with an antenna 

(internal or external), a microcontroller, an electronic 
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circuit for the purpose of interfacing with the sensors 

and an energy source, which is generally a battery. 

Data processing Issues require a massive processing    

capability, expertise in computing and a large amount 

of resources to perform computation and operations. 

Parallel processing of data from WSN is effective way 

to handle this issue. 

 

 
 

Fig 1. Wireless Sensor Network 

 

 

II.  GENERAL DESIGN 

 

The structure of the alarm system and safety 

monitoring in petrochemical industries consists of 

two parts, first part is the internal network equipment, 

which includes security detection node, transceivers, 

upper computer, portable terminal management node 

(hand held); and the other part is the network 

equipment which includes a base station and GPRS 

remote terminal. The figure below shows the overall 

structure of the system. 

 

 
Fig 2. Overall Structure 

 

The details of the danger information and 

environmental parameters can be gathered by 

querying the equipment, the combustible gas sensor 

immediately detects if the combustible gas exists in 

the field, sensor, then detects concentrations will be 

compared with the set value, if it is excessive, it is 

immediately reported to the concerned authorities, 

will measure the results sent to the upper computer at 

the same time and then show the location 

information and concentration size, and then the base 

station signal will be sent to devices in the form of 

textual messages. 

 

When some other kinds of dangerous situations 

occur, the field nodes will be tested in similar ways. 

The position of the query and the specific parameters 

to be checked can be input by the key through the 

portable handheld terminal if the factory staff want to 

understand the situation, then the corresponding 

node will be real-time parameters sent to the portable 

terminal. 

 

(1) Plant safety monitoring node: Plant safety 

monitoring node is similar to skin on human body 

which from time to time comes in contact with the 

external environment, it has the ability to perceive 

the information of the working environment of the 

plant area. It consists of various sensors such as 

humidity sensor, smoke sensor, temperature sensor, 

combustible gas sensor and camera, etc. 
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(2) Management node: The management node is 

mainly composed of wireless transceiver module, 

power module, GPRS module microcontroller.  

 

(3) Portable hand-held terminal: It is used to check 

the field parameters and receive alarm information in 

the network.  

 

(4) PC upper computer: The data command and 

wireless transceiver device can be connected to the 

data transmission by the RS232 serial port through 

the management software On the PC upper computer. 

The security detection and the alarm system interface 

of the  upper computer is prepared based on the VC 6, 

insert MSCOMM serial communication control can 

achieve PC serial communication. 

 

(5) GPRS remote terminal: GPRS remote monitoring 

is mainly refers to carry the mobile phone or any 

other connectable device, the environmental 

parameters of the scene can be queried and the alarm 

information can be received in any location through 

the phone or device. 

 

 
Fig 3. Basic Working module 

 

 

III. POSSIBLE THREATS AND THEIR SECURITY 

MEASURES 

 

One of the most dangerous attack of this category is 

the Sleep Deprivation Attack is in which intruders 

cause random drainage of sensor node batteries in 

order to shorten its lifetime dramatically. The 

network itself will be prolonged by detecting the SPA 

lifetime of a sensor nodes batteries. To compare 

values with predefined parameters to see if there are 

any intruders who are trying to harm the network 

and when found those malicious nodes are excluded 

Anomaly detection is used. 

 

The DoS attack is another frequent attack, for the 

prevention of the DoS attack we introduce one 

interesting protocol. It should be mentioned that we 

have two types of the DoS attacks, nodes which uses 

network for its own purposes and communication 

(passive attacks) and harming other nodes 

unintentionally, and the malicious nodes that 

intentionally have a will to harm other nodes by not 

using the energy efficiently (active attacks). As it is in 

WSN, nodes need to forward messages to other nodes 

but in some cases, they cannot do that. This protocol 

acts as a game theory so that it is able to recognize 

those nodes that could act maliciously. 

 

IV. CONCLUSION 

 

Based on the alarm system and security detection 

application, it combined with the current 

management situation of various factories, designs a 

set of alarm system and security monitoring of plants, 

which includes portable handheld terminal, plant 

security detection node,  GPRS remote terminal four 

parts  and upper computer. The system has the 

function of preventing gas-leakage, fire prevention, 

and obtaining the spot monitoring parameters and 

image information at any time and at any time, it can 
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effectively improve the safety management of the plat 

in the plant and even prevents theft. By this use of 

technology, we can protect the factory employees and 

the safety of public property. 
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ABSTRACT 

 

E-mails are most reliable way of communication over Internet, for sending or receiving some important 

information. But there is a special criterion for humans to access the Internet and the criteria is you must be able 

to see.A survey shows that there are more than 285 million visually challenged people around the globe. That is, 

around 285 million people are unaware of how to use Internet or E-mail. So, forgiving an equal status to visually 

challenged people we have come up with this project idea which provides the client(user) with ability to send 

mails using voice commands without the need of keyboard or any other visual things.This system can be used 

effectively by handicapped and illiterate people as it is based on TTS, STT CONVERSIONS and IVR 

technologies. 

Keywords: TTS, STT CONVERSIONS and IVR 

 

 

I. INTRODUCTION 

 

The Internet is a vast network which connects millions 

across the globe in various ways. So, talking about 

communication over the internet the first thing that 

comes to thought, is, E-mails. E-mails are extensively 

used form of online communication, both formally and 

informally as well. Despite social media, E-mails being 

the very traditional form of communication have still 

been the best to date. But the purpose of any service is 

to serve all mankind, and hence, E-mails should also be 

such that, they can be easily used by people from all 

races of life. But, Traditional E-mail Systems are 

accessible to several but the visually impaired class on 

the globe, and also various other handicapped people. 

So, in order to remove this drawback, An E-mail 

System for the visually impaired individuals would be 

an incredible breakthrough. Hence, this application 

has been thought of. Talking of the application, the 

application will be a web-based E-mail System for 

visually impaired people.Using Interactive voice 

response (IVR), which would enable everyone to 

control their own mail accounts using their voice only 

andalso they would be able to read, send, and perform 

all the other user tasks which areoffered by the 

traditional E-mail Systems. The system will prompt the 

user with voice commands to perform certain actions 

and the user will respond to the same with voice 

input. The main advantage of this system is the use of 

(text) keyboard is completelyeliminated, which means, 

the user will have to respond through their own voice 

and mouse eventsonly.Now you must be thinking that 

how will a impaired person willseetheright position on 

the screen for doing mouse clicks event. But this 
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system will perform actions based on the clicks only 

that is left  or right click, it does not depends on the 

area(portion) of the screen where the cursor is placed 

before the click giving user the freedom to click  

anywhere on the screen. 

 

1. SPEECH TO TEXT 

 

Speech to Text conversion is the process of converting 

spoken words intotexts. This process is also called 

Speech recognition. 

 
Fig 1.1 :  Speech to Text Conversion Process. 

 

2. TEXT TO SPEECH: 

 

Text-to-speech (TTS) is also processthat lets your 

computer or phone read the text out aloud to 

you. Text-to-speech is commonly used as a feature to 

help people who have trouble reading the text from 

screen,but it is also convenient for those who want to 

be read to. 

People with visual and reading inabilities were the 

early adopters of TTS(text to speech).  

 

 
 

Fig 1.2 : Text to Speech Conversion Process. 

 

II. OBJECTIVES 

• To provide the visually impaired people, a Voice 

Based Mailing application, a platform using 

which they can easily receive or send emails 

without any third person’s help or interference. 

• Using Interactive Voice Response, people will 

control their mail accounts using their voice only 

and would be able to read, send, and perform all 

the other useful tasks. 

• Use of keyboard is completely eradicated, the 

user will have to respond in the form of speech 

itself. 

 

III. LITERATURE SURVEY: 

 

Name of 

Paper 

 

Author 

 

Findings 

 

Voice based 

E-mail 

system 

using AI 

 

 

RijwanKhan

, Pawan 

Kumar 

Sharma 

 

Basic 

understanding of 

how the existing 

email system work 

and how we can 

resolve drawback of  

existing e-mail 

system using 

Artificial 

Intelligence 

 

 

 

Voice based 

E-mail 

system 

 

Prof. 

ManasiChoc

he 

 

 

huge number of 

people who cannot 

avail services of 

various other 

applications as well 

as email services 

due to they being 

visually impaired, 

so this project is 

being developed 

keeping in mind 

the hurdles faced 

by these people 
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IV. EXISTING SYSTEM 

 

The Existing system does not support any voice 

commands or audio facilities and therefore it is not 

suitable for visually challenged people. Also,various 

existing search engine which take request in form of 

text from user and retrieve the relevant documents 

from the server and respond by displaying it in the 

form of text which is not accessibleby the visually 

challenged people.All operations in existing E-mail 

systems are dependent on mouse click events. 

 

V. PROPOSED SYSTEM 

 

The Proposed system will make the Traditional E-

mail systems easily accessible to visually challenged 

people and also be of great help to the society. The 

Proposed system is being implemented, while keeping 

one idea in mind that it should be easily accessible for 

all kind of individuals.This system is accessible by any 

individual, whether they be visually challenged or 

not in an efficient manner.The ProposedSystem will 

take care of user-friendliness of traditional users, and 

will also focus on user-friendliness of all kinds of 

individuals. 

In this system, the system is going to be prompting 

the user to perform specific operations to avail various 

services and if the user wishes to access various 

services then he/she has to perform that operation. 

Firstly, the user will have to register in the system 

through the registration form. The user goes to be 

assisted through voice commands, whereas while 

registering, all the mandatory fields to be filled are 

going to be scanned by the website; once the user 

would speak, it would get written automatically.After 

successfully registering, the user can log in by 

speaking the Username and Password when prompted 

by the system, this username and password will then 

be converted from speech to text and then the user 

will be authenticated by verifying the credentials 

with the database. Users can access various sections 

like Compose, Inbox, and Sent Mail after successful 

login. 

 

VI. SCOPE OF THE PROJECT 

 

• This type of system has great scope in the domain 

of HCI (Human Computer Interaction). 

• The system would be beneficial to visually 

impaired people and it will help them to use 

modern day applications with ease.  

• The Voice based technologies and NLP could be 

used in different applications as well such as 

gaming, robotics etc. 

 

VII. ARCHITETURE DIAGRAM 

 

 
 

Fig 1.3 : System Architecture 

 

 

VIII. CONCLUSION 

 

This E-mail system can be used by any user of any age 

group having any physical inabilities with ease of 
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access. It has the features of speech to text as well as 

text to speech conversions with speech reader which 

makes designed system to be handled by visually 

impaired peopleconsiderably easy and efficient. 
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ABSTRACT 

 

To ensure safety measures on road, detection of traffic offenders is a highly desirable but a very challenging task 

due to various difficulties such as closure, lighting, low video surveillance, various weather conditions, etc. this 

violation is a challenge due to the population and the low level of access caused mainly by the lack of an 

automatic system for detecting violations and taking necessary action. The growing number of people and the 

increasing number of vehicles make it impossible for manual systems to prevent this problem. The latest 

developments in Deep Learning and Image Processing provide an opportunity to solve this problem. This 

manuscript introduces the implementation of the three-component system which is a car, the non-use of a 

helmet and the number of the vehicle being monitored using Tensorflow. In-depth learning using SSD 

MobileNet V2 is the main method used to use the system. In this paper, we present a framework for automatic 

detection of motorcycle riders who drive barefoot in surveillance videos. 

 

Keywords: SSD MobileNet V2, video surveillance, Dataset, Tensorflow and  Deep Learning 

 

 

I. INTRODUCTION 

 

As motorcycles have become more affordable and 

have become the main route for many Indians. 

However, it comes with a high risk of accidents. To 

reduce the risk involved, it is advisable for 

motorcyclists to use a helmet. In view of this, the 

government has made it a criminal offense to ride a 

motorcycle without a helmet. Currently video-based 

methods are being used. This is simply not possible 

and is not possible as people are involved. The 

automation of this process is very desirable in 

recognizing the reliable and firmness of these 

violations on college premises. By looking at the 

properties and challenges required, we propose the 

idea of automatic acquisition of motorcycle riders 

without a helmet, using inputs from existing 

surveillance cameras operating in real time. 

Therefore, the solution to finding offenders using 

existing equipment makes it cost effective. 

In order to ensure the safety measure, the detection of 

traffic rule violators is a highly desirable but 

challenging task due to various difficulties such as 

occlusion, illumination , poor quality of surveillance 

videos , varying whether condition ,etc. 

This project holds an agenda to propose a framework 

for automatic detection of motorcyclists driving 

without helmets in surveillance videos. 
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Along with it we present a framework for Number 

Plate recognition as well. This will be achieved by use 

of Image Processing . 

 

II.  METHODS AND MATERIAL 

 

fig.1 shows the structure of the SSD MobileNet The 

proposed project used a two-stage method provided 

by google, namely, the SSD MobilNet Version 2. The 

image database is divided into two parts for training 

and testing respectively. 

                            

Our goals will be achieved in four stages: 

● Database collection. 

● Annotation. 

● Testing. 

● Training assessment. 

 

In machine learning, data collection is of great 

importance as it is a highly dependent category. We 

should be able to define all views and variations from 

potential data. Here the data can be collected by 

placing the camera on the road at the right angles to 

capture traffic. 

 

The information is collected in bulk in open source 

videos available on any social media platform. After 

collecting images from all the resources can be 

divided into two categories namely training and 

testing. There are blank images added to the database 

to have a better knowledge base. 

 

Models can be trained with images that contain a 

variety of objects, as well as a label that describes the 

category of the object it represents, and data that 

specifies where each item appears in the image. Next 

time the image is presented as a model entry, it will 

also release a list of items we found, state the location 

of the binding boxes containing each item, and the 

score indicating the level of confidence that the item 

has been found. 

 

As the SSD model is trained to detect the presence 

and location of multiple categories of objects it leads 

to the release of four members included in the indices 

0-4. All of these four inputs describe all the items in 

the input image, with one item in each list 

corresponding to each item in the image.   

                                   

 

III. SYSTEM ARCHITECTURE 

 
                               Fig 1 

 

IV. RESULTS AND DISCUSSION  

 

This is the complete flow diagram for our project 

starting from Giving video as an input to registering 

Number Plate Entry in the database. 

 

 The image (Fig.3) shows the Rectangle bounded 

objects and it can be clearly seen that the system is 

successfully able to detect all the desired objects while 

handling changes in conditions that are mentioned 

above. Model uses a matching phase while training, to 

match the appropriate anchor box with the bounding 

boxes of each ground truth object within an image. 

Basically, for the anchor box with the most significant 

level of cover with an article is responsible for 

foreseeing that item's class and its location.(Fig 3) 
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    Fig 2 

The model was prepared until the checkpoint for the 

8,000 iterations were reached.. The final loss value at 

this checkpoint was 1.12. Table 1 represents the 

minimum, maximum, and average confidence score of 

the system under all the test conditions.  

The variety in confidence is noted because of the 

adjustment in states of testing. This adjustment in the 

confidence factor under various conditions shows the 

versatility of the framework.The system performs 

well for all input cases.  

The confidence can also be seen in the output images 

shown in Fig. 3. The images presented here are taken 

from the video processed using the system. 

TABLE 1 

Object 

name 

Maximum, Average and 

Minimum Confidence scores 

seen in the video processed 

using the proposed system 

Maximum 

confidence 

Average 

confidenc

e 

Maximum 

confidence 

score. 

BIKE 99% 87% 70% 

NoHELM

ET 

99% 81% 68% 

NUMBER 

PLATE 

99% 84% 71% 

 

 

SSD MobileNet VS YOLO 

Here we are contrasting two DNN object detection 

algorithms, a SSD (single shot detector) MobileNet 

and you-only-look-once (YOLO), through transfer 

learning. 

The mobilenet-ssd model is a Single-Shot multibox 

Detection (SSD) network expected to perform object 

detection. This model is actualized utilizing the Caffe* 

framework. 

You only look once (YOLO) is a state-of-the-art , 

real-time object detection system. 

The recognition pace of the SSD MobileNet pith 

detector is better than that of the YOLO pith 

detector. It is equipped for making right pith 

detections 83.6% of the time.However, when the 

location error is thought of, the YOLO pith detector 

outperforms the SSD MobileNet pith detector since it 

has half the average location error. Both DNN pith 

detectors greatly outperform the non-DNN algorithm 

. 

License Plate recognition 

License plate recognition is one of the methods used 

for vehicle identification purposes. The sole purpose 

of this project is to find the most effective way to 

know the details of the License Plate from a digital 

photo (captured on camera). This process usually has 

three steps. The first step is License plate localization, 

regardless of the license-plate size and orientation. 

The next step is the segmentation of the characters 

and last step is the acknowledgment of the characters 

from the license plate. Thus, this project reveals the 

basic concept of the various algorithms required to 

achieve character recognition from a license plate 

during template simulation. 
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Fig 3 

Steps followed: 

Number plate recognition essentially comprises of 

three solid steps specifically: 

1. Number Plate Extraction. 

2. Character Segmentation. 

3. Template Matching. 

However, these steps are additionally divided into a 

progression of other steps whose working is as 

followed:  

⦁ Loading an RGB image 

⦁ Grayscale conversion 

⦁ Histogram equalization 

⦁ Binarization 

⦁ Dilation 

⦁ Edge detection 

⦁ Plate region extraction 

⦁ Character segmentation 

⦁ Template matching 

All these steps can be carried out using the OpenCV. 

And after successfully extracting the license plate we 

will put that entry in our database. Further necessary 

actions will be taken based on policies of authority. 

 

 

 

V. CONCLUSION 

 

The proposed program and project concludes by 

creating a solution that is able to identify features 

using transfer learning from custom databases. 

Therefore, the system demonstrates the possibility of 

achieving the goal of automating a traffic law 

enforcement process that enables additional 

functionality such as record keeping while completely 

eliminating manual input. The main focus of future 

additions is to increase the accuracy of the system by 

training it to suit a wide variety of vehicles and to add 

processing of individual number plates to create a 

database of recipients as compiled by the system. The 

whole system provides the need for a comprehensive 

monitoring and verification system to avoid positive 

false charges being added to the database. 
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ABSTRACT 

 

The Blockchain, a decentralized digital ledger system which has now been emerged as a technology that 

combines cryptographic, data management, networking, and incentive mechanism to support the verification, 

execution and recording of transactions between parties. The blockchain technology was first introduced for 

supporting the digital currency transactions in a secured way but now its potential has been recognized as a 

great importance in all form of transaction. Aid-donation taking and providing companies can take advantage of 

it by providing a transparent and safe transaction mechanism with smart contract system to the donors. It will 

allow the user to track their donation's and will get to know about the utilization of their donation hence 

makes this a crystal-clear transparent mechanism. 

Keywords: Blockchain, Cryptographic, Data Management, Networking, Incentive Mechanism, Transactions, 

Digital currency. 

 

 

I. INTRODUCTION 

 

An increasing corruption and carelessness in different 

organization have led to decreasing faith of people 

towards these organizations. One of those 

organization are the aid-donation taking 

organizations which are meant to help others but is 

struggling from the same problem. Here blockchain 

can be introduced to create an online digital donation 

platform were every donor can donate easily and also 

they can track there donated amount and get to know 

about its utilization at ground level. This will increase 

the faith of people towards these organizations. Here 

user also have options to audit and also the smart 

contract system has been introduced here which is 

intended to automatically execute, control or 

document legally relevant events and actions as per 

the terms of an agreement. The basic objectives are to 

reduce the intermediations, arbitrations and 

enforcement costs, fraud losses as well as reduction of 

malicious and accidental exceptions. 

 

II.  METHODOLOGY 

A.  Proposed System: 

In the existing system, the problem is. There is no 

track of the records of the money, transparency 

• Payers are unaware of how their money has been 

utilized 

• Fraudulent authorities indulge in corruption 

• Corruption by the intermediaries administering 

funds and services. 

These problems restrict payers from paying proper tax 

or donate in a campaign, as they are not sure about 

the legitimacy of authorities in the chain. 
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In the proposed system, the campaign creators will 

post their campaign for aid donation in the campaign 

and the interested people will donate the fund to the 

campaign. Where it defers from the old Aid donation 

platform is that all the money is now digital 

currencies like ether, dai. All ether coin will be 

recorded and keep tracks in the blockchain. Where 

the blockchain is an immutable ledger. The Donor has 

control over the funded money. The donor has full 

control over the money they have donated. By giving 

control on donated money the trust is built. 

 

B.  System Implementation: 

 

Figure 1:  Flow of Aid Donation Tracking System 

The proposed system is web application and smart 

contracts implemented using the solidity 

programming language. Solc is the solidity compiler 

used to compile the smart contracts and contracts file 

into bytecode and abi. The Bytecode will be deployed 

in the blockchain where the abi is in JSON format 

and is used to interact with the front-end. The front-

end is designed using the React Js, Next Js, and 

Semantic-UI. The user interactive form will be used 

to donate easily. The creator or manager of the 

campaign or authority is to request money for 

donation. Moreover, the donor or payer can easily 

track; audit the funds that has donated to authority or 

campaign. Then authority provide donated amount to 

vendor. This will be recorded and stored in the 

blockchain. 

C. Mathematical Model 

Let’s Assume input as a 

{t}= token, 

{N}: as amount of money (Cryptocurrency for eg: 

ether) user donates, 

 {T}:  as a required amount allotted by authority to a 

vendor /contractor / owner 

Input: {N} 

{N} is amount in Cryptocurrency donated by donor 

               {T}= {N-t}  

(The token is breakable if user donates {N} and 

authority uses only {N}-{t} amount {N} valued token is 

broken into two parts) 

First Part: {T}={N}-{t} 

Second Part: {t}={N}-{T} respectively. 

D. Working Model and Architecture of project 

 
Figure 2:  Working Model 

 

A Both Aid Donation and Cryptocurrency is a trend 

on the internet and they match perfectly. Blockchain 

technology is one solution that can be used to reduce 
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the problems that occur in aid donation system. The 

contract is written in a way that all money will be 

sent to the authority or campaign. When the request 

meets the specified condition then required amount 

will be transferred to the Vendor. In addition, anyone 

can create funds add authority, donate amount to 

authority, trace the amount donated in authority and 

root authority can allot the donated amount to 

vendors. 

Ethereum is an open-source, public; blockchain based 

distributed platform and operating to featuring smart 

contract functionality. It is the modified version of 

Bitcoin via transaction-based state transitions. Ether is 

a cryptocurrency that is generated and used by the 

ethereum platform. Ethereum provides a 

decentralized operating, the Ethereum Virtual 

Machine (EVM), which can execute an application on 

the public nodes. 

 

 

Figure 3:  Architecture of Project 

Figure 3 represents the architecture of the Ethereum, 

that shows how web application with solidity as 

backend works. Here server does far less work than 

what it does in a traditional web application. Server 

just sends some html, JavaScript content to the 

browser and but when user does an action or clicks 

on a button they do not reach server instead 

Ethereum application running inside the web browser 

uses web and communicates with Metamask, then 

Metamask creates a transaction signs it with user’s 

private key and sends that transaction to Ethereum 

network. These transactions can be tracked by Ether 

scan using this procedure the aid donation system 

works. 

 

 

III. CONCLUSION 

 

Implementation of blockchain technology to Aid 

donation tracking provide transactions that are more 

transparent. As a result, users can feel more confident 

when they want to donate to an Authority. The 

application of smart contract on spending request also 

can help donor to know how their money are being 

spent. The purpose of a smart contract-based solution 

is to enable secure way of Aid donation by ensuring 

that the money donated by the donors is safe and also 

each and every step taken in the Authority with help 

of donated money has been tracked make a spending 

request where the purpose of using the money, to 

whom the money is being sent(vendor) and the 

amount needed should be mentioned. The main 

advantage of using the smart contract is the concept 

of blockchain that it is resilient against many threats. 

In addition, it provides many features like improved 

reliability, faster and efficient operation. It is user 

friendly, and has required options, which can be 

utilized by user to perform the desired operation. The 

expected goals can be achieved by the website are: 

• Creating an Authority  

• Contributing to Authority or campaign 

• Track donated Fund  

• Audit the donated Amount 
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ABSTRACT 

 

Botnet term was coined when multiple networks of bots came into existence. It is a number of Internet-

connected devices, which runs single or multiple bots. Botnets can be used to perform Distributed Denial-of-

Service (DDoS) attacks, steal data, Ransomware, send spams, and allow attackers to gain unauthorised access on 

devices and its connections. Command and control(C&C) software are used by the Owner (BotMaster) to 

control the botnet. This paper explores the survey conducted on botnet and its detection techniques. 

 

Keywords - Botnet, Botmaster,Intrusion Detection System(IDS), Neural Network, P2P, Network Traffic. 

 

 

 

I. INTRODUCTION 

 

A bot is an automated program which runs over 

the internet, some run automatically, while some 

run when they are triggered by specific input. 

Internet connected devices are infected with a 

piece of software that is bot. These internet 

connected devices are nothing but the botnet. 

After infection, these internet connected devices 

steer the instruction commanded by the owner of 

Botnet known as Bot Master/Bot Herder in 4 

phases.  

Following are the phases of the botnet infection: 

Phase 1 Infection Initialization 

A- “Social media” posts targeted by cybercriminal, 

In the first instance cybercriminal will post a 

malicious link on social media websites like hoax 

advertisements, shammed icons etc. When users 

perform any action on these websites, their action 

proved to be erroneous, as the current page is 

redirected to a malicious website, where the 

software gets installed which was already planted 

by the BotMaster. 

B- “Infection method” approach is followed by 

the cybercriminals. In this “Email Phishing” 

tactics are being used to lure users on malicious 

websites  as the user gets redirected when a link is 

being clicked, and their system gets compromised. 

C- “Email Attachments” cybercriminals embody 

malicious pieces of software with an email, which 

gets downloaded once clicked and infects the 

whole system. 

Phase 2 Connection to C2C Server 

System manifests a connection with a command-

and-control (C & C) server which establishes 

unauthorised connection periodically or may 

consummate upon infecting the system with 

malicious activity. Any infected machine liaising 

with C&C server will comply to launch a 

coordinated attack.  e.g P2P, TELNET, IRC 
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Phase  3  Control 

Cybercriminal (BotMaster) superintends the 

command and control of botnets for remote 

process execution by installing botnets on 

compromised machines. BotMasters uses 

Tor/shells to hide their tracks by hiding their 

identities via proxies to disguise their IP addresses. 

Phase 4  Multiplication 

Attacks in the first 3 phases are incessanted by 

Botmasters to infect copious internet devices by 

malicious use of botnet by promulgating fraud, 

spam emails, DDOS, keylogger, Miria botnet etc. 

Most recent attack was the “ Kashmir Black”, an 

active botnet comprehending thousands of 

compromised systems across 30 countries and 

exploiting dozens of vulnerabilities  by targeting 

their CMS. It is believed that the campaign of the 

“Kashmir Black” started around the end of 

November 2019 and was trained to aim CMS 

platforms like Vbulletin, Opencart, Yeager, 

Joomla!, WordPress. Thus after knowing  these 

vicious internet attacks which happen on a daily 

basis. We decided to counter this issue by 

implementing an ML model. In this paper we are 

going to fill up the canvass of loopholes and 

vulnerabilities with our ML model. To grasp the 

enormous nature of Machine Learning models let 

us first know about the basic model of Botnet. 

The Figure 1 stages a basic model of botnet in  

which botmaster is directly or indirectly 

connected to every other entity such as server, 

bots, benign hosts through two way 

communication. 

 
 

Figure 1.Model of  Botnet 

 

II. II.RELATED WORK 

 

In the paper[1] author proposes botnet detection 

through graph-based feature clustering. In graph 

based feature clustering a novel botnet detection 

methodology  has topological features like in 

degree, out degree, weights, clustering coefficient, 

node betweenness and centrality. A self methodize 

clustering is applied in networks to establish 

clusters of nodes based on these features. This 

technique is competent enough to isolate bots in 

clusters of small chunks while the majority of 

them are abided in the same big cluster, making 

them easily cast around a limited number of nodes. 

A procedure is developed to verify the algorithm 

efficiency by using[1] CTU-13 datasets against a 

detection method which is based on classification. 

Despite their assorted behaviour, results showed 

efficiency of the model is promising. In normal 

condition undesirable results may behave 

differently. Some models are trained to avoid the 

unfiltered data but the amount of humungus data 

challenges the computational expense. 

The paper[2] proposes the detection of P2P botnets 

through network flow level behaviour analysis.In 

Network flow analysis an enhanced peer hunter 
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and Network flow based analysis system is used to 

detect peer to peer botnets. Once P2P network 

flow is detected then it moves to "correlative 

contacts" to cluster chunks of bots into 

communities. It uses community behaviour 

analysis to mark potential botnets. There are two 

evasion attacks, one where invaders know the 

attempts to evade the system by making peer to 

peer bots to act like legitimate P2P applications 

which showed high detection with some false 

positives can be achieved by using enhanced peer 

hunter technique. Botmaster uses three approaches 

adding randomized junk packets to depict bytes 

per characteristics , reducing the number of 

destination diversity rate from "mutual contacts", 

randomized spatial communication can be dealt if 

we adopt time communication features. 

In the paper[3] the author proposes a system to 

detect botnets using a graph based behavioural 

model that extracts time dependent relations 

among the similar ones and detect the malicious 

connections. This process steers clear of the 

drawbacks due to statistical or signature-based 

techniques. 

A graph is constructed based on the NetFlow 

records, after which an unsupervised mining 

method is used to trace root problem. Outlier 

detection and clustering techniques are used. From 

the flow records events are extracted from which 

sequence database is created using which graphs 

are plotted and outlier detection is used to detect 

anomalies. 

 The graphs generated are host-to-host and such 

graphs are generated for every individual host 

which entails a high overhead. 

 

 
 

Figure 2.Steps in netflow records for BotGM 

 

 

Genetic programming is used on streaming data 

by labels in this paper[4].Sometimes detection of a 

botnet behaviour is not as helpful, since bots can 

mix the malicious behaviour with normal 

behaviours or dynamically switch between 

different applications or using different versions 

of the same application. This model is being 

trained in a non-stationary stream of data.  So, the 

prediction of a botnet cannot be apriori. The data 

can be labelled by humans to ensure the 

classification isn’t manipulated by the attacker. 

The GP framework predicts the records that may 

be malicious, these records are then used to 

further train the classifier. In this method if the 

human operator who requests true labels, if he 

requests records from minor classes, then they are 

promoted aggressively which might result in 

reduced performance of major classes. 

 

In the paper[5] Neural Networks are used for 

botnet detection.Botnets are one of the most 

increasing and significant threats to a large 

number of internet users in today’s world. Botnet 

is a serious threat to the internet for committing 

cyber crimes such as DDoS attacks, stealing 

sensitive information etc.In this paper, the 

authors have proposed a Machine Learning 

technique for detecting P2P botnets. 

Convolutional Neural Network (CNN) has been 

used in the paper to train the model to detect the 
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botnets and Decision Tree for enhancing the 

decision rate to show the effectiveness of the 

proposed method for botnet detection. The 

proposed method transforms collected network 

traffic into flows, then extracts useful features and 

then utilizes algorithms to recognize botnets.  

Peer Rush and CTU datasets are used to validate 

robustness of the method proposed in the paper. 

 

In the paper[6], indexing multiple for network 

traffic is used. In conventional firewalls, Intrusion 

Detection System (IDS) catalogues and manages 

network activities using the connection concept 

‘'flow', which encompasses five 'tuples' of source 

and destination IP, ports and protocol type. What 

is being fetched in a single connection can be 

obtained from TCP/IP field and packet content by 

inspecting the flows. In the era of the 21st 

century network has subsumed more connection 

and substantial bandwidth, the opprobrium of 

allowing permissions, granting access to IoT 

devices makes connection vulnerable. Triggering 

more malicious network threats, whose 

communications methods have been 

compromised. Factors like Miscalculations of 

duration of time and demand of instant data is 

responsible to acknowledge the network traffic 

behaviours to resolve this issue, additional two 

tuple and single tuple flow types being used to 

associate multiple 5 tuple communications, 

whereas discrete connection behaviour can be 

depicted by generating the metadata. These 

techniques ensure what network activities have 

been taking place over a course of time. To 

exemplify the proficiency of this approach a 

system rule set detects a Multi-peered Zeus botnet 

which communicates by establishing multiple 

connections with multiple hosts, thus 

imperceptible to standard IDS systems by 

monitoring 5 tuple flow types in isolation. As 

techniques are rule based, every parsing transpires 

in real time and does not require post-processing 

for further acknowledgment. This paper discusses 

the application for next generation firewalls and 

analyses the network traffic behaviour using 

those multiple tuple indexing. 

 

In the paper[7] Machine learning has various 

applications and methods to solve real world 

problems in discrete domains. This is possible due 

to abundant data spread across over the network, 

significant furtherance of ML techniques, and 

advancement in computing capabilities. In the 

figure we discussed the components which are 

used to build a robust ML model for a given 

networking model. 

 
 

Figure 3. ML based solution. 

 

ML has been applied to dispense its flexible 

nature to solve real world complex problems in 

network operations and other sectors. In survey 

we found out that perplexed problems across 

different network technologies can be unraveled 

by using diverse ML techniques which is an 

injunction with diverse application of Machine 

Learning.There are fragments like QOE , QOS  
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management, traffic prediction, congestion 

control, routing and classification management of 

networking which we have discussed in our paper 

to get the insights, scientific challenges and extent 

of ML in networking.Every effort is accountable 

and holds the responsibility to push the barriers 

of automatic network operations and their 

activities by using the features of ML in 

networking.

 

III. LITERATURE REVIEW SUMMARY TABLE:

 

Paper 

no. 

Paper title Methodology Advantages Drawbacks 

1 Botnet detection using 

graph‐based feature 

clustering 

Topological 

features of nodes 

within a graph 

using clustering. 

The flow-based  

detection systems 

have advantage over 

the packet-based 

systems. 

If the dataset is large, the 

computational expense is often 

high for the detection 

approach, which is a huge 

disadvantage 

if faster detection is required 

2 PeerHunter:Detecting 

peer-to-peer botnets 

through community 

behavior analysis 

Flow based 

detection 

Robust against 

changing behavior of 

botnets 

The experiment 

results showed that the system 

is robust to PMMKL and will 

make the botnets less stealthy, 

less efficient and more 

exposed while conducting 

AMMKL 

But still there are chances that 

botnets are not detected. 

3 BotGM: Unsupervised 

graph mining to detect 

botnets in traffic flows 

Data mining 1.Uses netflow 

2.Doesn’t analyze 

individual behavior. 

 

The graph generated for 

individual hosts entails a high 

overhead 

4 On botnet detection 

with genetic 

programming under 

streaming data label 

budgets and class 

Genetic 

programming 

Works on a non-

stationary stream of 

data. 

 

If the minor classes are 

requested the efficiency 

decreases 

http://www.ijsrst.com/


International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 5 | Issue 8 

 

© 2020 IJSRST | Print ISSN: 2395-6011 | Online ISSN: 2395-602X | Published : 18/12/2020 - 126-132 

 

 

 

 

 
131 

imbalance 

5 Botnet Detection Using 

Recurrent Variational 

Autoencoder 

Convolutional 

Neural Network 

Botnet detection 

using CNN has high 

accuracy rate and low 

false positive rate in 

detecting botnets as 

compared to other 

detection methods 

like anomaly based 

and signature based 

detection method 

To conduct the classification 

of network traffic with the 

proposed technique is difficult 

as this technique is 

appropriate only for image and 

pattern recognition.  

6 Peer Based Tracking 

using Multi-Tuple 

Indexing for Network 

Traffic 

Multi-tuple 

indexing for 

network traffic 

analysis 

Detection of multi-

peered ZeuS botnet 

 

Cannot locate features, 

generated by metadata to log 

traffic characteristics across 

multiple connections. 

7 Survey on machine 

learning for networking: 

evolution, applications 

and research 

opportunities 

Using ML in 

traffic prediction 

using MLP-NN 

i.Traffic sampling and 

interpolation  

 

 ii. Leveraging 

features other than 

traffic volume for 

traffic prediction. 

It works on mostly on single-

tenant and single-layer 

networks,  

re-architected is required to 

take into account the notion of 

multi tenancy in multi-layer 

networks. 

 

IV. CONCLUSION 

 

This paper construes various techniques and methods 

to deal with botnets under different situations over 

different networks. The main threat in bot detection 

is to avoid any loopholes or vulnerabilities in our own 

system while tracking them to terminate bot’s 

network before their vicious goal is achieved by their 

botmaster.We realised that traditional techniques 

work fine but to make them further good and 

efficient we have to introduce Machine Learning . ML 

is the luminosity for the cataclysmic bots which 

exploit the vulnerabilities in networks and 

compromises the systems. 
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ABSTRACT 

 

Addressing the issues of People with Hearing and Vocal Impairment through a single aiding system is a tough 

job. A lot of work in modern day research focuses on addressing the issues of one of the above challenges but 

not all. The work focuses on finding a unique technique based on the machine learning that aids the mute by 

letting them hear what is represented as text and its sound. The proposed system achieved the technique that 

takes the sign image through a web camera and applies to the image processing then analysis what exactly want 

to the mute people at end the text available to voice signals. All these three solutions were modulated to be in a 

single unique system. All these activities are coordinated using the Ubuntu system using python. The vocally 

impaired people are helped by the process in which the image to text and text to speech is given using machine 

learning. 

 

Keywords: Image Processing, Tensor flow Algorithm, CNN Algorithm Process, Languages and compilers, 

Classification, Verification. 

 

 

I. INTRODUCTION 

 

 

Dumber people can simply tilt the message by sign 

language which could not be understandable by other 

people. By this system we provide the solution for 

blind, deaf and dumb people. For blind people the 

image is converted to voice by using Tesseract 

software, the deaf people received their content by 

message as soon as the opposite person speaks out it 

displayed as a message. The dumb persons conveyed 

their message through text instead of sign language 

which is delivered via e speak. We have provided 

necessary steps to resolve the problems of those 

masses.Approximately 285 million people are judged 

to be visually impaired worldwide in which 39 

million are blind and 246 are said have low vision. 

Approximately 90% of this world’ s vocally impaired 

is from the dispirited income people and 82% of 

people living with blindness aging persons and above. 

The numbers of people visually impaired from eye 

related diseases have been brought down in the past 

20 years according to global estimated work. In which 

80% of all visual restitution can be prevented or cured. 

India is considered to be the home for the world’ s 

largest act of blind people. In this world, about 37 

million are blind, in which 15 million are from India. 

There are so many researches have been getting along 

in this universe, but the visual impairment could not 

be broken for good. In lodge to facilitate these people 

we have developed the assistive device for blind 

people who does not want the assistance of other 

neighbours. 
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Goal and Objective: 

• The great challenge lies in developing an 

economically feasible system so that physically 

impaired people can communicate easily.  

• Datasheet of all the hand gestures will be made 

beforehand.  

• Then, using python programing the real time 

picture of sign will be captured and will be 

compared with the datasheet. (photo captured 

will be converted into binary image). 

• Then python will give the output based on 

Ubuntu system will be in accordance with the 

matched picture.  

• At the end there is a sound that is being used to 

generate the voice message. 

• There is a speaker through which message can be 

easily heard. 

 

II. LITERATURE SURVEY 

 

[1]. Vigneshwaran S, Shifafathimam, ”Hand Gesture 

Recognition And Voice Conversion System For 

Dump People” , in this paper author Explain two 

major techniques available to detect hand motion 

or gesture such as vision and non-vision 

technique and convert the detected information 

into voice through raspberry pi. 

Advantages: Easy to wear hardware, Easy to 

design  

Disadvantage: Sometimes fail hardware, Take 

time to detection 

 

[2]. Trung-Hieu Le, Thanh-Hai Tran, Cuong Pham, 

“The Internet-of-Things based hand gestures 

using wearable sensors for human machine 

interaction”  This paper introduces a new human 

hand gesture dataset which could be suitable for 

controlling home appliances. The dataset is 

captured with a low-cost and sensor plugable 

Internet of Things (IoT) device which is currently 

embedded with accelerometer and gyroscope 

sensors. 

Advantages: Accelerometer and gyroscope sensors 

used, Easy to implement. 

Disadvantage: Dataset used live predication not, 

sensor detection not work properly. 

 

[3]. Rajit Nair Dileep Kumar Singh Ashu Shivam 

Yadav Sourabh Bakshi, “Hand Gesture 

Recognition system for physically challenged 

people using IoT” ,  In this research a gesture-

based recognition system has been developed that 

recognizes gestures with a Web camera in real 

time. The framework developed is based on a 

machine learning features and gestures. In order 

to improve efficiency and precision, we employ a 

number of steps in order to process and segment 

the picture before submitting it to the HGR 

Program. Our measures in image processing will 

identify movements in real time with high 

precision. 

 

[4]. Vasileios Sideridis, Andrew Zacharakis, George 

Tzagkarakis, and Maria Papadopouli, “Gesture 

Keeper: Gesture Recognition for Controlling 

Devices in IoT Environments” , This paper 

presents GestureKeeper which employs an 

accelerometer, gyroscope and magnetometer, 

from a wearable IMU, to first identify time-

windows that contain a gesture, and then, 

recognize which specific gesture it is. 

GestureKeeper uses features based on statistical 

properties and acceleration samples. It can 

accurately recognize gestures from our 12- hand-

gesture dictionary, exhibiting its best performance 

when the combination of features are used (e.g., 

about 96% mean accuracy). With the noise 

addition and feature selection, the mean accuracy 

is increased to over 97%. 
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III. PROPOSED SYSTEM 

 

The great challenge lies in developing an 

economically feasible system so that physically 

impaired people can communicate easily.  

 

• Datasheet of all the hand gestures will be made 

beforehand.  

• Then, using python programing the real time 

picture of sign will be captured and will be 

compared with the datasheet. (photo captured 

will be converted into binary image) 

• Then python will give the output based on 

Ubuntu system will be in accordance with the 

matched picture.  

• At the end there is a sound that is being used to 

generate the voice message. 

• There is a speaker through which message can be 

easily heard. 

 

 
Fig1. System Block Diagram 

 

 

Basic working algorithm of overall system is as follow 

 

Algorithm basic Step: 

1) Start 

2) Load Hand sign Dataset for analysis. 

3) Capture hand sign image from web camera. 

4) Apply the image processing for covert the image 

gray scale.  

5) CNN algorithm Match Gestures based on train 

dataset. 

6) Show Text Output On Monitor 

7) Output In Form of sound 

 

IV. CONCLUSION 

 

The implementation of the proposed system aims to 

translate gestures into speech (voice). The scope of 

the project is to enhance the recognition capability 

for various lightning conditions and achieving more 

accuracy. Implementing and identifying the more 

number of gestures. The miniature of the system 

should be done. 
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ABSTRACT 

 

The shopping centre is a spot where individuals get their regular necessities. In shopping malls, there has been 

an emerging market for fast and simple payment of bills. Very sometimes, shoppers are dissatisfied with finding 

the items on the shopping list while shopping in a store and no help is required. We have developed a smart 

trolley with a smartphone app to solve these issues. This paper offers an interface to help consumers locate the 

product's location. It also offers a consolidated and automatic billing system using Node MCU's barcode scanner. 

Super markets will be issued with a barcode for each shopping mall commodity, to distinguish its type. A 

Product Identification System (PID) containing Node MCU, the barcode reader, is used for each shopping cart. 

Purchasing product details on the shopping cart can be read by a barcode reader and presented in the mobile 

app that is linked to the device. The complete bill is passed to the PC by the processor at the billing counter. 

 

Keywords: billing trolley, barcode, nodeMCU, shopping. 

 

 

I. INTRODUCTION 

 

Since the dawn of civilization, people have 

continually produced creativity to support their 

demands. More independence can be the underlying 

explanation for success of creativity and this 

contributes to developing assignments and making 

them smaller and easier on a daily basis. Shopping is 

one crucial activity for individuals to expend the 

highest measure of energy. The shopping centre is a 

place where people get their everyday needs from 

food supplies, clothes, electrical equipment and so on. 

Most of the time clients have difficulties with the 

unspecific details concerning the object marked down 

and the abuse of the counters' superfluous time. Each 

grocery store and supermarket in this revolutionary 

world utilises shopping trolleys with a particular end 

purpose to help consumers pick and store the things 

they expect to purchase. Customers normally buy the 

necessary goods and put them in their carts and wait 

for bill payments at the counters thereafter. The 

paying of bills at the counters is a very troublesome 

and time-consuming procedure that raises the 

number of people at the counters. As demonstrated 

by a survey undertaken by the US Department 

Corporation, individuals regularly spend 1.4 hours 

shopping on a daily basis. If the queue is too long, a 

large amount of customers would choose to leave the 
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line. Two classifications (1) Shopping in-individual (2) 

Shopping in absentia can basically be defined as the 

new shopping environment. Shopping in absentia is 

maintained from multiple backgrounds, like web 

shopping, internet shopping, and so on, which would 

not entail physical keeping of the buyer at the 

counters. In-person buying requires an individual call 

at the place of purchasing and selecting products in 

view of various variables, including need, 

convenience, brand, and so on. The suggested keen 

shopping basket structure plans to assist person 

shopping to reduce the time spent shopping. In the 

normal time spent at the registers, continuous 

improvement is needed to boost the nature of the 

customers buying history. We also composed a 

shopping basket to solve these problems expressed 

above and to improve the present structure. This can 

be achieved by essentially adding barcode labels to 

the items in the shopping cart and the reader. 

Customers will provide details from this system 

relating to the cost of and thing that is within the cart 

and even the absolute cost of the item. With regards 

to the expense of the object, this structure would save 

time for shoppers and labour needed in the shopping 

centre. 

A. Problem Statement 

Realistically, markets are used by a large number of 

people these days to secure most products. The 

purchase of goods relates to an uncertain process 

requiring time spent on passageways, items and 

checkout lines. Consumers typically face some 

challenges and difficulties when shopping. Such issues 

entail stressing that the money they carried would be 

inadequate for all bought products and dissipating a 

lot of time at the cashier as well. And also because of 

the impact of disagreement and also because of lack of 

equipment that isolates application designs, it is 

becoming an increasing challenge for the merchants 

to keep their shoppers consigned and to foresee 3 of 

their demands. In some cases, consumers have 

concerns with the insufficient knowledge about the 

discount item and hence the misuse of superfluous 

time at the counters in some cases. With the barcode 

tag, we can end this problem. We present the 

systematic definition of barcode based keen shopping 

cart in the field of retail stock to address the current 

problems. 

 

Objective: 

 

The primary aim of this initiative is to introduce a 

smart shopping cart to improvise ordering with the 

aid of barcode technology. In the buying cart, the aim 

is to use the barcode-related monitoring deployment 

practise. The barcode is used in this plan to secure the 

purchase of commodities in shopping malls. If the 

product has been put in the shopping cart, the price 

of the product shows and the total amount is 

displayed accordingly, then if we want to delete the 

product from the trolley, the product will be taken 

away and the value of the particular product is 

deducted from the total amount. In this the 

equipment used is to purchase the goods, thereby 

increasing the efficiency and speed of protection 

when buying in shopping complexes. The technical 

goal of our presented issue in shopping complexes is 

the practise of barcode technology for the instinctive 

identification of goods within the shopping cart, 

thereby annihilating the shopper engaged in the 

buying and payment task of commodities. The key 

point of the suggested system is to include an 

invention that is minimally effort-oriented, easily 

adaptable, and efficiently viable to facilitate 

individual shopping. A lot of time can be saved at the 

billing counters with the help of this . 

 

II. LITRATURE SURVEY 

 

A shopping market is a place where customers come 

to purchase their daily using products and pay for that. 
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So there is a need to calculate how many products 

sold and generate the bill for the customer, when we 

go to shopping mart for shopping, we have to work 

for selecting the right product. Also, after that, it is 

hectic to stand in line for billing all the goods. Hence, 

we are proposing to develop a smart electronic trolley 

for shopping malls that keeps the track of purchased 

products and also helps the customer to pay the bill 

with the help of swiping machine provided in a 

trolley.so that the customer can save the time [1]. 

With the increasing employment of broad area 

wireless sensor networks in the field of consumer 

applications, it becomes imparitive to address the 

concerns raised by its application, such as reliability, 

energy consumption and cost-effectiveness. They 

described the implementation of a reliable, fair and 

cost efficient smart shopping cart using wireless 

sensor networks which is suitable for supermarkets 

that can reduce the man power. Here, we are using 

wireless sensor networks such as GSM to send the 

information read by the barcode reader to the main 

server of the shop and to the customers mobile[2]. 

Microcontroller based design has acquired the status 

of most happening field in electronics. This is 

specialized field that has power of integrating 

thousands of transistors on a single silicon chip. They 

proposed a microcontroller based trolley which 

contains barcode scanner. Customer has to place the 

product wrapper in front of the barcode scanner. The 

corresponding information will be displayed on the 

display. At billing counter customer has to pay and 

collect the bill. This smart eletronic trolley contains a 

barcode scanner and also a swiping machine on it, so 

that there is no need to go to the billing counter and 

pay the bill, instead customer can pay the bill by 

swiping his card. The total bill will be sent to the 

customers mobile, so that paper usage for billing can 

be reduced[3]. Intelligent shopping cart was being 

developed to assist aperson in everyday shopping in 

terms of reduced time spent while purchasing.The 

developed system consists of three components (a) 

server communication component which contains 

connection with the cart and the main server, (b) user 

interface and display component, (c) automatic billing 

component[4]. The smart electronic trolley contains a 

cart which is fully enclosed and there is opening and 

closing systems to reduce the steeling of products. By 

this there will be no worry of the fting for the shop 

processor in the shopping mall.  With a wide 

spectrum of demands from a multitude of spaces, the 

present world has an increasingly growing population. 

Customers who need to purchase multiple items in 

shopping centres or grocery stores need a lot of time 

and patience to negotiate with each other for 

successful shopping and need to use our technology 

wisely to solve these issues. In the field of shopping, 

there are various new up-coming advances that offer 

efficient and cost-effective solutions. A few methods 

that have been suggested so far in genius shopping are 

discussed in this chapter. Aryan Prateek et.al. The 

Smart Shopping Cart with Automated Billing System 

via RFID and Bluetooth was suggested. A Product 

Identification Package (PID) containing the Bluetooth 

module, EEPROM, RFID scanner, LCD and 

microcontroller [5] is inserted in each shopping 

basket within this system. 

Gangwal Udita et.al. Proposed Wireless Sensor 

Networks Smart Shopping Cart for Automatic Billing 

Purpose They portray the use of a secure, reasonable 

and cost-productive smart shopping cart using remote 

sensor networks in this article. For shops, such a 

system is ideal where it can support in-store 

laboratories and customers[6]. 

 Sudhir Rupanagudi Rao et.al. A Novel Cost-Effective 

Savvy Trolley System based on Video Processing was 

proposed for supermarkets using FPGA. This depicts a 

new realistic technique to defeat the dilemma of 

being unable to find objects by attaching a web 

camera to the trolley[7]. 
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A. Using GSM and adhoc wireless routing, Vijayaraj 

and R.Saravanan suggested Automatic EB Billing 

System Using GSM and adhoc wireless routing, they 

propose a mechanism in which power charging turns 

out to be entirely robotized and communication is 

conceivable through remote systems[8].  

Suganya.R, and.al. Automated Smart Trolley using 

Arduino and Smart Billing. This device is based on 

RFID and Bluetooth [9] identification. 

Radio-Frequency Identification, as stated in[10] Aboli 

Hanwate and Poonam Thakare (2015), is a technology 

that uses radio waves to pass data from an electronic 

tag, called an RFID tag or mark, attached to an object, 

through a reader to identify and monitor the object. A 

special type of wireless card that has incorporated the 

embedded chip together with the loop antenna is the 

RFID Sticker. The 12 digit card number is represented 

by the inbuilt embedded chip. The RFID reader is a 

circuit that produces a magnetic signal of 125KHZ. 

The loop antenna associated with this circuit, which 

is used to read the RFID card number, transmits this 

magnetic signal. The RFID card is being used as a 

security access card in this project. 

 

III. BLOCK DIAGRAM 

 

A. Barcode reader : 
 

The barcode reader (or barcode scanner) is an optical 

scanner which is capable of reading printed barcodes, 

interpreting barcode data, and transmitting data to a 

device. It consists of a light source, a lens and a light 

sensor, like a flatbed scanner, which converts optical 

impulses into electrical signals. In addition, almost all 

barcode readers provide decoder circuits that can 

interpret the image data given by the sensor in the 

barcode and transfer the content of the barcode to the 

output port of the scanner. 

 
Fig.no.1.Block diagram of design system 

 

B. NodeMCU: 

The production board for the NodeMCU ESP8266 

comes with an ESP-12E package with an ESP8266 

chip and a Tensilica Xtensa 32-bit LX106 RISC 

microprocessor. This microprocessor supports RTOS 

and runs with a clock frequency adjustable from 

80MHz to 160 MHz. For data and applications, 

NodeMCU has 128 KB of RAM and 4 MB of Flash 

memory. It is suitable for IoT ventures due to its high 

computing capacity and in-built Wi-Fi / Bluetooth 

and Deep Sleep Operating functions. 

The Micro USB jack and VIN pin (External Supply 

Pin) can be used to power the NodeMCU. It supports 

the interface between UART, SPI, and I2C. 

 
Fig.no.2. NodeMCU ESP8266 
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A. 12v battery:- 

Choose one that suits the criteria until you have 

measured the total current (I). For eg, for the 600mA 

power supply, a 1Amp one. Now for our power 

transformer T, the rms secondary voltage (primary is 

whatever is compatible with your area) must be our 

desired output Vo PLUS, the voltage drops through 

diodes (two diodes). Vo1 must be adequate to provide 

the LM7805's minimum operating input requirements 

at all times (min 7.3v to max 25v).  assume it has a 

central tap for a 24vac secondary output like the 

O.P.'s one (12vac from each terminal to the central 

tap, 24vac via terminals), so here the secondary 

output is taken from the central tap to one of the 

terminals. If it doesn't have a central tap and all you 

have is 24vac performance, due to the high Vp for 

this particular situation, it is advised to choose a 

different one. 

 

IV. CONCLUSION 

 

In the built prototype model, the desired goals were 

successfully achieved. The product produced is 

convenient to use and economical. While the project 

shows the proof of principle, to make the smart 

shopping cart more stable, there are a few things that 

should be added. To begin with the latency of 

wireless communication with the server will need to 

be taken into account in this project. Secondly, it is 

not really safe to communicate. Sticking the barcode 

sticker on certain items is difficult. Conventional 

barcode scanning is more advanced in such situations. 

In comparison, a more advanced micro-controller and 

a larger display system can be used to offer a greater 

interface for users. 
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ABSTRACT 

 

Suicide might be considered as one of the most serious social health problems in the modern society. Suicidal 

ideation or suicidal thoughts are people’s thoughts of committing suicide. It can be regarded as a risk 

indicator of suicide. India is among the top countries among in the world to have annual suicide rate. 

Objective of Face Emotion Recognition (FER) is identifying emotions of a human for reduce the suicide rate. 

This system involves extraction of facial features, and threshold detection of stress using emotions expressed 

through face using the Convolutional Neural Network (CNN) algorithm. This system is basically used to 

classify positive and negative emotions and detects the stress based on usual threshold value.      

 

Keywords: Suicide rate, Emotions, Convolutional Neural Network.  

 

I. INTRODUCTION 

 

Suicide is an important issue in the Indian context. 

More than one lakh (one hundred thousand) lives are 

lost every year to suicide in our country. In the last 

two decades, the suicide rate has increased from 7.9 to 

10.3 per 100,000. There is a wide variation in the 

suicide rates within the country. The southern states 

of Kerala, Karnataka, Andhra Pradesh and Tamil 

Nadu have a suicide rate of > 15 while in the 

Northern States of Punjab, Uttar Pradesh, Bihar and 

Jammu and Kashmir, the suicide rate is < 3. This 

variable pattern has been stable for the last twenty 

years. Higher literacy, a better reporting system, 

lower external aggression, higher socioeconomic 

status and higher expectations are the possible 

explanations for the higher suicide rates in the 

southern states. 

In 2016 the number of suicides in India had increased 

to 230,314. Suicide was the most common cause of 

death in both the age groups of 15-29 years and 15-39 

years. About 800,000 people die by suicide worldwide 

every year, of these 135,000 (17%) are residents of 

India, a nation with 17.5% of world population. 

 

 

India reported an average 381 deaths by suicide daily 

in 2019, totalling 1,39,123 fatalities over the year, 
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according to the latest National Crime Records 

Bureau (NCRB) data. A 3.4 per cent increase was 

observed in suicides during 2019 (1,39,123 suicides) as 

compared to 2018 (1,34,516) and 2017 (1,29,887), the 

data showed. The rate of suicide (incidents per 1 lakh 

population) rose by 0.2 per cent in 2019 over 2018, as 

per the data. According to the statistics by the NCRB, 

which functions under the Union Home Ministry, the 

suicide rate in cities (13.9 per cent) was higher as 

compared to all-India suicide rate (10.4 per cent) in 

2019. 

Suicide by ''hanging'' (53.6 per cent), "consuming 

poison'' (25.8 per cent), ''drowning'' (5.2 per cent) and 

''self-immolation'' (3.8 per cent) were the prominent 

means of committing suicides during the year, the 

data showed. 

India had the highest suicide rate in the South-East 

Asian region in 2016, a new report by the World 

Health Organization (WHO) has revealed. India’s 

own official statistics, which map the number and 

causes of suicides in the country, have not been made 

public for the last three years, hindering suicide 

prevention strategies and efforts to execute the 

WHO's recommendations in this regard. 

India’s suicide rate stood at 16.5 suicides per 100,000 

people in 2016, according to the WHO report. This 

was higher than the global suicide rate of 10.5. 

The report presented suicide rates for countries and 

regions using data from the WHO Global Health 

Estimates for 2016. When classified according to 

region and income, India is part of the South-East 

Asia region and the Lower Middle-Income group of 

countries. India’s suicide rate (16.5) was higher than 

the rate of its geographic region (13.4) and the rate of 

its income group (11.4). 

 

II.  METHODS AND MATERIAL  

 

1. Face Detection 

Face Detection is the first and essential step 

for processing, and it is used to detect faces in the 

images. A facial detection system uses biometrics to 

map facial features from a photograph or video. It 

compares the information with a database of 

known faces to find a match. Face detection systems 

use computer algorithms to pick out specific, 

distinctive details about a person's face.  

 
These details, such as distance between the eyes or 

shape of the chin, are then converted into a 

mathematical representation and compared to data on 

other faces collected in a face database. 

 

2. Emotion Detection 

 

Emotion detection   is used to analyse basic facial 

expression of human. Emotion recognition system is 

constructed, including face detection, feature 

extraction and facial expression classification. 
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3. Methodology 

 

Face of the subject is captured using the camera 

module. This detected face is processed and the 

emotions are classified as either positive or negative 

emotions. The detected image is processed to identify 

the face of the subject using Convolutional Neural 

Network (CNN) algorithm 

 
 

 This is plotted and an increase in the negative 

emotion can be inferred as increase in stress 

 

4. Feature Extraction 

Facial feature extraction is the process 

of extracting face component features like eyes, 

nose, mouth, etc from human face image. 

 

 
 

 Facial feature extraction is very much important 

for the initialization of processing techniques 

like face tracking, facial expression recognition 

or face recognition.  

5. Emotion Recognition  

 

The emotions are to be extracted from the detected 

face. The image that is captured from the camera 

module, contains the facial features. The detected face 

is pre-processed (i.e.) cropped and resized. The 

detectors defined prior can be utilized to identify the 

emotion and sort them. It must be noted that viola-

jones algorithm uses adaboost algorithm with 

cascading classifier, wherein a series of weak 

classifier’s classification with a satisfactory threshold 

is combined to give an acceptable outcome.  

 
 

6. Set Stress Threshold:  

  

After the emotion is detected, it is plotted against the 

time axis. Over a period of time it is observed and if it 

crosses an estimated threshold value, some action is 

performed.  

 

III. CONCLUSION 

 

The predictor is relatively successful at predicting 

test data from the same dataset used to train the 

classifiers. However, the predictor is consistently 

poor at detecting the expression associated with 

contempt. This is likely due to a combination of 

lacking training and test images that clearly 

exhibit contempt, poor pre-training labeling of 

data, and the intrinsic difficulty at identifying 

contempt. The classifier is also not successful at 
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predicting emotions for test data that have 

expressions that do not clearly belong exclusively 

to one of the seven basic expressions, as it has not 

been trained for other expressions. Future work 

should entail improving the robustness of the 

classifiers by adding more training images from 

different datasets, investigating more accurate 

detection methods that still maintain 

computational efficiency, and considering the 

classification of more nuanced and sophisticated 

expressions. 
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ABSTRACT 

 

India is the world’s largest democracy with a population of more than 1 billion; India has an electorate of more 

than 668 million and covers 543 parliamentary constituencies. Voting is the bridge between the governed and 

government. The last few years have brought a renewed focus on to the technology used in the voting process. 

The current voting system has many security holes, and it is difficult to prove even simple security properties 

about them. A voting system that can be proven correct has many concerns. There are some reasons for a 

government to use electronic systems are to increase elections activities and to reduce the elections expenses. 

Still there is some scope of work in electronic voting system because there is no way of identification by the 

electronic voting system whether the user is authentic or not and securing electronic voting machine from 

miscreants. The proposed system is to develop a compatible voting machine with high security by using Block-

chain technology in order to increase security and transparency between the users.  

 

Keywords:- Electronic Voting System, Voter ID, Security, Block Chain, Vote 

 

 

I. INTRODUCTION 

 

Voting, whether traditional ballet based or electronic 

voting (e-voting), is what modern democracies are 

built upon. In recent years’ voter apathy has been 

increasing, especially among the younger 

computer/tech savvy generation. E-voting is pushed 

as a potential solution to attract young voters. For a 

robust e-voting scheme, a number of functional and 

security requirements are specified including 

transparency, accuracy, auditability, system and data 

integrity, secrecy/privacy, availability, and 

distribution of authority. Block-chain technology is 

supported by a distributed network consisting of a 

large number of interconnected nodes. Each of these 

nodes have their own copy of the distributed ledger 

that contains the full history of all transactions the 

network has processed. There is no single authority 

that controls the network. If the majority of the nodes 

agree, they accept a transaction. This network allows 

users to remain anonymous. A basic analysis of the 

block-chain technology suggests that it is a suitable 

basis for e-voting and moreover, it could have the 

potential to make e-voting more acceptable and 

reliable. 

II. Related Work 

 

This paper [1], proposed secure voting system with 

fast voting results through RFID based biometric 

voting system. In this paper, there are two 
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verification steps involved. First, RFID tag is used 

which contains the verification data which is already 

stored in LPC 2148. Second, the Fingerprint scanner 

is used to check whether the RFID is belonging that 

particular person or not. The drawback of this paper 

is cost maximized due to use of RFID method.  

In this paper [2], used of Aadhaar card provided by 

UIDAI with QR code present in it. Online instead of 

offline mode and storing the voting data to secured 

online server. Results can be displayed by admin after 

entering user id and password. 

The proposed method [3] is to build a Smart voting 

system using fingerprint recognition technology that 

allows any voter in INDIA to cast the vote to their 

respective constituency from anywhere in INDIA by 

going to their nearest voting booth in the place of 

stay. Also to develop a secure smart voting system 

based on biometric recognition. Provides the voter to 

vote from any region with in India to their 

Residential Constituency from the nearest Voting 

Booth with a secure voting process without 

neglecting to vote. 

This paper [4], proposes protected voting system to 

avoid the unlawful voting. The authentication of an 

individual is made using biometric and capability of 

the voter is affirmed using the Aadhaar. In this system 

the data stored in the Aadhaar card act main criteria 

for authentication and conformation. The security is 

provided through biometrics such as fingerprint. The 

fingerprint information stored in the Aadhaar is taken 

as the reference and used for authentication at the 

time of voting. 

Basic electronic machine [5] which is used nowadays 

has some laggings like multiple vote casting from one 

member and invalidity of votes are checked 

automatically. To reduce these disadvantages, the 

smart automatically processed and fingerprints are 

used to reduce multiple vote casting in simple way. 

This paper [6] has shown the possibility of 

establishing E-Voting protocol based on public-key 

encryption cryptosystem. The security of the 

proposed E-Voting depends on RSA public key 

encryption protocol. It allows the voter to vote from 

his/her own personal computer (PC) without any 

extra cost and effort. This protocol is proposed to 

replace the unreliable previous voting system, since 

voters feel justifiably confident that their votes will 

be counted. 

This system [7] provides security from all type of 

attacks, when vote is travelling from voting client to 

voting server from their experimentation. These 

attacks include security threats from passive as well as 

active intruder. For authentication of voter instead of 

USERNAME, if we can use thumb impression of voter 

or capture photo of his/her face and compare it with 

photo stored in our database, it will be more secure. 

In this paper [8], a block-chain-based voting system. 

It needs time to popularize block-chain for a voting 

system as it is a novel idea and voting itself is a crucial 

matter in a democratic country.  

The proposed [9] model is more secure than other 

models and it is suitable for use in major elections on 

a large scale. After casting a vote with NCVVS system, 

the voter receives a confirmation email containing 

the ballot fingerprint (and also the fingerprint of the 

election) calculated by standard hash function SHA 

(256) [46]. 

The proposed work [10] is based on the block-chain 

technology, which remove all the threats from the 

communication link. It is a decentralized system, 

contain hashing and encryption concept for providing 

the security. 

 

III. Existing approach 

 

A lot of work has been done in this field thanks to its 

extensive use and applications. This section mentions 

some of the approaches that have been implemented 

to achieve the same purpose. These works are mainly 
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differentiated from the algorithm for E-voting 

systems. 

The existing machine had security risks that can 

potentially undermine the election process. In 

addition to human error; internet e-voting is 

susceptible to a range of threats such as hacking by 

domestic and foreign saboteurs, technical glitches, 

voter impersonation and even system failure. 

 

IV. Proposed Approach 

 

In our system Block Chain Concepts are applied to 

Online Voting System when we are developing a 

Smart E-voting system by taking advantage of block 

Chain concepts with web interface. 

  

 
Fig 1. System Architecture 

 

V. CONCLUSION 

 

This paper described, an electronic Voting system for 

small to medium sized Internet-based public opinion 

systems that provides privacy of vote, voter’s 

authentication, auditability, security, double-voting 

prevention, fairness voting device from manipulating 

the authenticated voters voting choices. 
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ABSTRACT 

 

Terrorist organizations use different social media as a kind of tool for spreading their views and influence 

general people to join their terrorist activities. Twitter is one of the the most common and easy way to reach 

mass people within short time span. We have focused on the development of a system that can automatically 

detect terrorism-supporting tweets by real-time analyzation. In this system, we have developed a front-end 

system for real-time viewing of the tweets from twitter that are detected using this system. We also have 

compared the performance of the two different machine learning classifiers, Support Vector Machine (SVM) 

and Multinomial Logistic Regression and found that the first one works better than the second one. As our 

system is highly dependent on the data, for more accuracy we added a re-train module. By using this module 

wrongly classified tweets can be added to the training dataset and can train the whole system again for better 

performance. This system will help to ban the terrorist accounts from twitter so that they can’t promote 

terrorism, their views or spread fear among general people in society. 

 

Keywords: - Social Media, Twitter, Terrorism, Real-Time Tweets, Machine Learning. 

 

Problem Statement: A Framework for Analyzing Real-Time Tweets to Detect Terrorist Activities. 

The function of twitter data crawler module is to crawl real-time tweets from Twitter using Twitter Streaming 

API. The storage module stores the tweets temporarily. Tweet classification module predicts the category of the 

tweet. The output module shows the output of the system. The training module builds the classification model 

which is used to predict the category of each tweet. 
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I. INTRODUCTION 

 

Internet technology has a lot of benefits. It is also 

recognized as the fundamental human right. The 

Internet has also proven to be highly dynamic means 

for the communication. One of the biggest 

technology of the Internet is our social media 

technology. Social media comes in many forms 

including blogs, photo sharing platforms, forums, 

business networks, social gaming, chat apps, social 

networks,etc.  

Terrorist organizations which are active on social 

media to promote their views and spreading 

propaganda are often leaderless. That makes tackling 

terrorist propaganda a difficult task. They used social 

media to recruit new members from all over the 

world. They also spread fear among the people of 

different countries by using Twitter and other social 

media platform.Among all social media platforms, 

Twitter is more public. When a tweet is posted on 

Twitter it can reach more people than other social 

media platforms. So, Twitter is the first choice of 

terrorist organizations to spread their views and 

propaganda. In the last two years, Twitter has 

suspended around million twitter account for 

spreading terrorism. Their approach of suspending an 

account is if someone reports any account, then they 

suspend the account if the account really promotes 

terrorism. It is a very time-consuming process. The 

motivation behind this project is to crawl tweets from 

the twitter in real-time and then analyze the tweets 

to determine the support of terrorism. This system 

will significantly improve the time to review the 

tweets supporting terrorism. 

 

A. The main features : 

 

1. Countering terrorism and protecting human 

rights as mutually reinforcing goals.  

2. Countering violent extremism and radicalization 

that lead to terrorism.  

3. The development of co-operative, community-

oriented approaches to counter terrorism.  

4. Community policing as part of a comprehensive, 

human rights-compliant strategy to prevent 

terrorism. 

 

II. LITERATURE  SURVEY 

 

Rupali Patil al. [1] The procedure of sentiment 

analysis and its visualization is explained in detail 

concerning the topic Article 370. Sentiment analysis 

and opinion mining require detailed knowledge of 

how twitter and its python client Tweepy works to 

obtain the results. Python libraries like matplotlib and 

pandas are also used for simpler analysis and 

visualization of the tweets acquired. As a whole, from 

this paper it can be concluded that Pakistan is 

comparatively more concerned about the impact on 

its trade and has been somewhat more cynical when 

it comes to the sentiments of its Twitter users 

whereas India, on the other hand, is more concerned 

about increase in terrorism with a slightly positive 

attitude towards the revocation from the country's 

Twitter users. Therefore, the plots presented here 

accurately displays users’ opinions during such a 

historical change in a Country's policy.    

 

Babak Yadranjiaghdam  [2]we have proposed a 

framework for realtime analysis of Twitter data. This 

framework is designed to collect, filter, and analyze 

streams of data and gives us an insight to what is 

popular during a specific time and condition. The 

framework consists of three main steps; data ingestion, 

stream processing, and data visualization. Data 

ingestion is performed by Kafka, a powerful message 

brokering system to import tweets, and to distribute it 

based on Topics that it defines, and to make it 

available over consumers’ nodes to be processed by 

analytical tools. Apache Spark is used to access these 

consumers directly and analyze data by Spark 

Streaming. This allows not only general processing 
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tasks but more sophisticated and highlevel data 

analytics and machine learning algorithms.. 

 

M.  Ashcroft  et  al.  [3] made  an  attempt  to  detect 

jihadist  messages  from Twitter. They used sentiment 

analysis to  detect  if  a  message  supports  ISIS  or  

not.  They  used  some keyword   to   extract   tweets   

from   the   Twitter   feed.   The advantage  of  this  

work  is  it  uses  three  different  features  such as   

Time   based   features,   Sentiment   based   features   

and Stylometric  features  to  detect  jihadist  text.  

They  got  almost 90%  accuracy  using  these  features.  

One  of  the  limitations  of this  study  is  they  didn't  

use  any  real-time  validation  of  their classification 

algorithm.  Also,  they  didn't  build  any  tools  to 

detect jihadist text automatically. 

 

Priyanka Harjule al.[4] Various techniques for both 

lexicon-based and machine learning based, have been 

applied in this project and the results are compared. It 

has been observed that for a totally new data/text 

machine learning based models trained over a related 

data are much more accurate than the classification 

based on standard dictionaries. This is because of the 

fact that the text that’s being observed i.e the tweets 

are highly informal and do not use the standard 

grammar rules or the spelling and thus the data here 

is highly unstructured. The  comparison results can be 

clearly observed among different machine learning 

algorithms also. As of now, among the algorithms 

used, RNN is observed to have the highest accuracy. 

 

Walid M. et al. [5] studied to predict  future  support  

or  opposition  for  ISIS  from  tweets.  In this  study,  

the  authors  used  Twitter  data  to  study  the  ISIS 

support of users. They used the bag of words model as 

feature vector  which  included  individual  terms,  

user  mentions  and hashtags.  They  used  SVM  with  

a  linear  kernel  to  train  a classifier  to  predict  the  

support  or  opposition  of  ISIS.  They obtained about 

87% accuracy using the SVM classifier model. One  

limitation  of  their  approach  is,  they  didn't  

consider  real-time validation of their method. 

 

S.  Azrinaet  al.  [6]  studied  to  detect  terrorism  

from text  using  sentiment  analysis.  The  advantage  

of  their  study  is they did a comparative analysis on 

several techniques to detect terrorism  from  the  text.  

They  did  a  comparative  analysis  of Neural    

Network,    Support    Vector    Machine,    Sentiment 

Analysis with Naive Bayes and Lexicon based 

approach. Then they  finally  adopted  and  improved  

Naive  Bayes  method  for their  research.    One  of  

the  limitations  of  this  study  is  it  uses user  

behavioral  analysis  to  improve  the  accuracy  of  

Naive Bayes algorithm as it shows medium level 

accuracy compared to  other  algorithms.  But  it  is  

not  always  possible  to  analyse  a user’s  behavior  if  

he  doesn’t  have  that  much  of  tweet  history on 

Terrorism. 

 

Lisa  K.  [7]  studied  to  classify  tweeps  and  tweets  

as being multipliers of jihadism. They used Machine 

Learning to build a classifier that can analyze a tweet 

to find multipliers of jihadism.  They  used  AdaBoost  

classifier  to  train  a  model. They analyzed both 

Arabic and English tweets. They obtained about  84%  

accuracy  for  Arabic  tweets  and  98%  accuracy  for 

English  tweets.  They  didn't  test  their  model  in  a  

real-time environment. 

 

Pooja  W.  et  al.  [8]  studied  to  classify  radical  

tweets in  the  categories  such  as  Media,  War  

terrorism,  Extremism, Operations,   Jihad,   Country   

and   Al-Qaeda.   They   built   a dictionary to classify 

the tweets into different categories. They built  the  

dictionary  by  looking  at  tweets  containing  

hashtags like    Al-Qaeda,    Jihad,    Terrorism,    and 

Extremismand    by collecting  relevant  words  for  

their  purpose.  They  built  a process  based  on  the  

presence  of  the  word  in  the  dictionary. Their  

process  obtained  about  90%  accuracy.  Their  study  
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is proof  that  keywords  can  be  used  successfully  in  

classifying tweets.  

 

Lee S. et al. [9] compared four text mining methods:  

Latent    Semantic    Analysis    (LSA),    Probabilistic    

Latent Semantic   Analysis   (PLSA),   Latent   

Dirichlet   Allocation (LDA),   and   Correlated   Topic   

Model   (CTM)   using   topic model  and  spam  

filtering.  They  concluded  that  PLSA  shows the  

highest performance and next to LDA, CTM, and  

LSA in order.  One  of  the  limitations  of  this  study  

is  they  only considered statistical approach and 

didn't extend their study to syntactical and 

morphological approach. 

  

A  work  on  topic  discovery  based  on  text  mining 

techniques   was   presented   by   Pons   P.   et   al.   

[10].   They proposed  a  hierarchical  clustering  

algorithm  that  combines partitioned  and  

agglomerative  approaches  to  produce  topic 

hierarchies.  They  considered  document  place,  time  

reference, and  textual  contents.  This  resulted  in  

less  time  complexity while  detecting  a  new  topic.  

The  accuracy  of  their  proposed method is not 

satisfactory. 

 

III. SYSTEM ARCHITECTURE AND DESIGN 

 

The system architecture of Twitter Terrorism  

Detection Framework comprises five basic modules:  

1) Twitter data crawler module 

2) Storage module,  

3) tweet classification module 

4) Output module, 

5) Training module.  

A. Crawling Data from Twitter 

 

We have crawled real-time tweets from the twitter by 

using twitter streaming API. To do this we have 

provided four keys that we have collected from the 

Twitter developer website.The 4 keys are: 

1. Access Token  

2. Access Secret Key  

3. Consumer Token 

4. ConsumerSecret Key. 

These 4 key are needed to get access to Twitter API. 

Using these 4 key we can set up a twitter real listener. 

This listener will allow us to collect real-time tweets 

from Twitter. As we have used python to build our 

framework, we have used a python library that 

helped us getting access to the Twitter streaming API. 

We have used a python library ‘Tweepy’ 

API.Algorithm 1 illustrates the Twitter. While 

collecting real-time tweets we have made sure to 

handle all kinds of error that would break the 

connection the connection breaks, the crawler 

module will stop working. That's why we have 

checked for several exceptions such database 

exception, limit exceeded exception etc. 

 

Algorithm 1: Crawl Real-Time Tweets 

 

Input: Developer Access keys 

Require: Real-Time tweets streaming from twitter  

1. Begin 

2. Call Twitter API  

3. Call Twitter Streaming API  

4. SetaccessTkn = “”  

5. Set accessTknSec = “”  

6. SetconsumerKey = “”  

7. SetconsumerSec = “”  

8. tweets = STREAM-LISTENER(accessKeys)  

9. Create a table named all_tweets having the field 

username, tweet, tweet_id, type  

10. if tweets != null then 

11. if tweets[‘retweet’] = False then 

12. Insert tweets[‘text’] , tweets[‘username’] and 

tweets[‘tweet_id'] into the database  

13. End 

 

B. Pre-Processing Crawled Data 

 

http://www.ijsrst.com/


International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 5 | Issue 8 

 

© 2020 IJSRST | Print ISSN: 2395-6011 | Online ISSN: 2395-602X | Published : 18/12/2020 - 150-155 

 

 

 

 
154 

After data is crawled from the twitter the tweets are 

in raw form using algorithm 2. We can't use these 

tweets to classify or train. So, we have cleaned the 

tweet before using n classification or training. To 

handle the special component of a tweet, we have 

done the following pre-processing tasks. 

1. URL is removed 

2. Any user mention is removed 

3. Hash (#) from the hashtag is removed 

4. Contracted words are converted to their long 

form 

5. Tokenized the tweet 

 

Algorithm 2: Cleaning raw tweets. 

 

Input: raw tweets  

Require: clean the raw tweets  

1. Begin 

2. remove url from raw tweets  

3. remove hash (#) symbol of hashtags from raw 

tweets 

4. remove user mentions form raw tweets  

5. remove retweet symbol RT from raw tweets  

6. convert the raw tweets into lowercase form  

7. search for contracted from in tweets  

8. if contracted form found then 

9. replace it with long form  

10. search for stop words in tweets  

11. if stop words found then 

12. remove the stop words  

13. tokenize the tweets  

14. apply stemming on the tweets  

15. End 

 

C. Building Model and Generating Output 

 

To predict the class of the tweet we needed a 

mathematical model which can classify the tweets 

based on their features. We have used two 

classification algorithm. These are SVM (Support 

Vector Machine) and Logistic Regression. Using our 

training dataset we built a model that can classify the 

tweets accurately. By using the model that we have 

built in the previous steps, we can classify a tweet. 

The classification result is 0 or 1 or 2. According to 

this result, we can show the type of tweets. Algorithm 

3 is used to classifyreal-time tweets. 

 

Algorithm 3: Classification of real-time tweets 

 

Inputs: model file  

Require: Classification of the tweets  

1. Begin 

2. classifier = load(model)  

3. for each tweets in the all_tweets table in the 

database do 

4. clean the tweets  

5. type = classifier.predict(clean_tweets)  

6. if type = 0 then  

7. result = “Terrorism Supporting”  

8. elseiftype = 1 then 

9. result = “Terrorism Non-Supporting”  

10. elseif type = 2 then 

11. result = “Random”  

12. show the result  

13. End 

 

IV. CONCLUSION 

 

In this Paper, We have discussed Twitter Terrorism 

Detection framework to detect tweets that support 

terrorism from real-time tweets stream. Our 

framework collects real time tweets by using twitter 

streaming API and analyses every tweet. It can 

categorize the tweet into three different classes and 

based on the category of the tweet, it is stored and 

shown in the different screen of our web application. 

We have also created a re-train module which will be 

used to retrain our model so that it can perform more 

accurately. Our framework has a user-friendly 

interface. The overall accuracy of our proposed 

system is 95% and 94% for SMV and Regression 
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respectively. In our study, the framework is limited to 

collect and analyze tweets that are written in English. 

So, further research can be done to extend this study 

to support other languages.  The accuracy of the 

proposed system can be enhanced by analyzing 

shared images or videos on Twitter by users. Our 

framework will falsely detect sarcastic text as a 

terrorism-supporting tweet. So, further research can 

include detecting sarcastic tweets which actually 

doesn't support terrorism. 
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ABSTRACT 

 

Autonomous road vehicles are increasingly becoming more important and there are several techniques and 

sensors that are being applied for vehicle control. Autonomous vehicles, Intelligent and Advanced Driving 

Assistant Systems are promising and reliable solutions to enhance road safety, traffic issues and passengers' 

comfort. An increasing safety and reducing road accidents, thereby saving lives are one of great interest in the 

context of Advanced Driver Assistance Systems. Apparently, among the complex and challenging tasks of 

future road vehicles is road lane detection or road boundaries detection. However, lane detection is a difficult 

problem because of the varying road conditions that one can encounter. Such applications require advanced 

computer vision algorithms that demand powerful computers with high speed processing capabilities. Keeping 

intelligent vehicles on the road until its destination, in some cases, remains a great challenge, particularly when 

driving at high speeds. The first principle task is robust navigation, which is often based on system vision to 

acquire RGB images of the road for more advanced processing. The second task is the vehicle's dynamic 

controller according to its position, speed and direction. In this paper we survey the approaches and the 

algorithmic techniques devised for the various modalities over the last 5 years. We present a generic break 

down of the problem into its functional building blocks and elaborate the wide range of proposed methods 

within this scheme. 

 

Keywords: Advanced Driving Assistant Systems, lane detection, Autonomous vehicles. 

 

 

I. INTRODUCTION 

 

In real time lane detection system for autonomous 

vehicles, a lane detection and changing system is to 

warn and notify the vehicle driver when the vehicle 

is about to cross the lane and its dedicated path 

without the signal to turn. These terms are designed 

in such a way that it can reduce accidents, traffic and 

other circumstances where the driver is not paying 

attention or is distracted by phone call or other things. 

These mechanisms are totally beneficial for road 

management and traffic controlling at a greater part. 

In this paper, we have introduced a computer vision-

based technique that can perfectly detect the lanes in 
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any suitable environment. Since most lanes on the 

road have clear lines whereas most of them are 

straight lines so that it is easy to detect the lanes and 

the lane detection technology for proper roads has 

reached a high milestone during these recent years. 

However, due to irregular surface and curved shape of 

the roads, and the unstructured roads are vulnerable 

to light, shadow, water and other factors, actors that 

result in poor detection performance. Therefore, the 

unstructured and irregular road lane detection 

technology is still in the research phase. The main 

deadlock in the implementation of such mechanisms 

is the prediction of problems which has two of the 

following factors: road lane assumption and obstacle 

assumption (i.e. vehicles and hurdle objects) detection. 

In this mechanism study we consider the first. Colour 

of road and texture, boundaries of roads, and lane 

markings are the main considerable criteria for 

human driving process. Semiautomated and fully 

automated vehicles are expected to share the same 

road and path with human drivers and therefore are 

most likely to rely continuously on the same assumed 

path that humans follow. While there can be 

different infrastructure assuming human drivers and 

vehicles like lane marks for humans and some kind of 

vehicle-infrastructure communication for vehicles it 

is unethical to expect the huge investments required 

to construct and maintain such infrastructures and 

road mechanisms, with the associated risk in 

mismatching and misguided marking .Road and lane 

presumption through the traditional ways remains 

therefore the most likely path for autonomous driven 

vehicles. Roads and lanes understanding includes 

detection the extent of the road, the number and 

position of lanes, merging, dividing and ending lanes 

and roads, in cities, villages and highways scenarios. 

Although there has been much progress in recent 

years, this type of understanding is beyond the reach 

of current detection systems. There are many 

detection modules used for road and lane 

understanding and detection, including monocular 

vision which is one video camera, stereo, LIDAR, 

vehicle dynamics information which is obtained from 

the car odometer or inertial measurement unit (IMU) 

with global positioning information obtained from 

global positioning system (GPS) and digital maps. 

Vision is the most primary research area in lane and 

road detection mechanism due to the fact that 

markings are made for human vision, while LIDAR 

and global positioning are important complements. 

 

 

Figure.1. Block diagram of a simple Lane Departure 

Warning System (LDWS) 

 

 

Camera 

Image 
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II. SURVEY ON LANE DETECTION ALGORITHMS 

 

Optimal straight-line detection is a considerable step 

for several embedded vision applications, and now the 

largest research focus is based on the Hough 

Transform (HT). The straight line detection has been 

widely used in many industrial applications like 

image analysis, smart robots, intelligent vehicles, and 

pattern recognitions. Now a day’s we observe that 

most researchers focused on increasing need for 

traffic safety systems to reduce the risk of accidents. 

There are large numbers of vision based systems for 

vehicle control, collision avoidance and lane 

departure warning, which have been developed 

during the last two decades. Recently, many Driver 

Assistance systems (DAS) are emerging to work in 

harmony with human drivers, e.g. Forward Collision 

Warning System (FCWS) and on-board Lane 

Departure Warning System (LDWS). Such systems 

can be used to help preventing driver’s mistakes and 

reduce traffic accidents effectively.    

Many researchers have worked on lane detection 

algorithm techniques. Various methods for lane 

detection algorithm are conferred as follow: 

 

1) Y. Wang, E. K. Theo, and D. Shen introduced lane 

detection and tracking of Autonomus vehicles 

using b-snake. Using B-snake technique the lane 

detection and tracking of vehicles was done 

without using any cameras parameters. B-Spline 

can form any arbitrary shape by a set of control 

points. B-Snake based lane model is able to 

describe a wider range of lane structures. By  

using the knowledge of the perspective parallel 

lines the problems of detecting both sides of lane 

markings have been merged here as the problem 

of detecting the mid-line of the lane. This method 

is robust against noise, shadows, and illumination 

variations in the captured road images. It is 

applicable to the dash and the solid paint line 

roads also to the marked and the unmarked roads.   

 

2) M. Aly proposed a Real time detection of lane 

markings in urban streets. It is a real time, 

efficient and robust algorithm in urban streets for 

detecting lanes. In this algorithm firstly a top 

view of the road  is produced and then it is 

filtered using various selective which is associated 

with Gaussian filters. In this algorithm there is a 

work on the red channel, which gives better 

images for white and yellow lanes than 

converting it to gray scale.  

 

3) Kim developed a lane detection and tracking 

algorithm which is capable of handling various  

challenging scenarios such as faded lane 

markers,lightly marked lines, lane curvatures and 

splitting lanes. Firstly , a gradient detector and an 

intensity bump detector is used to removethe 

non-lane markers. Artificial Neural Networks 

(ANN) is applied on remaining samples for lane 

detection. The detected lane markers pixels are 

grouped together using cubic splines. Hypotheses 

are produced from random set of line segments. 

RANSAC algorithm helps in validating  the 

hypotheses. In this paper Particle filtering was 

also used for lane tracking. 
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4) Yim and Oh developed a three feature based lane 

detection algorithm. There were various features 

used in this paper like starting position, 

orientation and intensity value. Firstly, a Sobel 

operator is applied to get the edge information. 

The lane boundary is represented as  a vector 

comprising of the three features. The current lane 

vector is calculated based on the input image and 

the previous lane model vector. Two windows, 

one for each, is used for left and right boundaries. 

Assuming N pixel in each horizontal line, N lane 

vector candidates are generated. The best 

candidate is selected based on the minimum 

distance from previous lane vector using a 

weighted distance  

 

5) metric. For equalization each feature is assigned a 

different weight. Then a lane inference system is 

used to predict the new lane vector. If the road 

width changes abruptly, the current vector 

calculated is discarded and the previous one is 

taken as current vector.  

 

6) Borkar et al. developed a method based on the 

parallel nature of lane markers. Firstly the Inverse 

Perspective Mapping is performed. Then the IPM 

image is converted to gray scale image. Then the 

image is filtered using Normalized Cross 

Correlation. Now find out a collection of straight 

lines using Polar Randomized Hough Transform 

.To determine if two lines are parallel lines peaks 

with identical θ value can be paired. Usually the 

lane markers are parallel but due to some 

imperfections in lens, captured image variation in 

lane marker placements etc. So the constraint of 

identical θ value needs to be loosened. This can be 

achieved by applying a tolerance window. The 

video is tested in real time videos and obtained 

good results. Common difficulties face in lane 

detection such as presence of shadows 

neighbouring vehicles and surface irregularities 

are greatly reduced in this approach. There is 

difficulty in detecting worn out lane markers.   

III. COMPARISON OF LANE DETECTION 

ALGORITHMS 

 

Sr.No Used Method Advantages Disadvantages 

1. Lane 

Detection And 

Tracking 

Using B-

Snake. 

This 

algorithm is 

proposed 

without 

using any 

cameras 

parameters 

Processing 

time depend 

on the 

number of 

edge pixels 

and pre-

specified road 

model 

2. Real Time 

Detection of 

Lane Markers 

in Urban 

Streets 

It is a real 

time, 

efficient and 

robust 

algorithm in 

urban streets 

for detecting 

lanes 

It does not give 

well 

accurate 

results 
 

3. Robust Lane 

Detection And 

Tracking In 

Challenging 

Scenarios 

Deals with a 

lane 

curvature, 

lane 

changes, 

worn lane 

markings 

and 

emerging, 

merging, 

ending, and 

splitting 

lanes. 

Faulty 

detection in 

curvy roads 

and wrong 

detection due 

to shadows 

4. Lanes 

Detection 

Based on 

algorithm 

can be 

implemented 

It cannot 

detect changes 

in line 
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Unsupervised 

And 

Adaptive 

Classifier and 

pipelining 

structure 

in smart 

phones 

5. Hough 

Transform 

Algorithm for 

Lane 

Detection 

It is robust 

against 

noise, high 

speed 

algorithm 

High 

computational 

complexity 

 

Table.1 Comparison of different techniques 

 

IV. DRAWBACKS OF VARIOUS PAPERS 

 

1. Gurveen Kaur proposed Lane detection 

Techniques: Here various techniques such as 

Canny Edge detector, Hough Transform are used. 

It is not suitable for various environmental 

conditions like rainy day, foggy day etc. 

 

2. Farid Bounini, Denis Gingras proposed 

Autonomous Vehicle and Real Time Road Lanes 

Detection and Tracking. Here Least Square 

method, Kalman Filter techniques were used. The 

disadvantage of this system is it can work for a 

vehicle with a maximum speed of 70 km/h. 

 

 

3. M. Aly proposed Real time detection of lane 

markers in urban streets.RANSAC fitting 

technique is used in this proposed system. The 

drawback of this algorithm is it does not give 

accurate results for the lane detection. 

 

4. Zu Andras F. Cela, Luis M. Bergasa, Franklin L. 

Sanchez and Marco Aa introduced Lanes 

Detection Based on Unsupervised and Adaptive 

Classifier. Hough transform algorithm and 

Kalman filters are used. The drawback is that it 

cannot detect the changes in line. 

 

 

5. Zu Whan Kim proposed Robust Lane Detection 

and Tracking in Challenging Scenarios. Lane-

detection and-tracking algorithm is used in this 

system. The drawback of this system is there is 

faulty detection in curvy roads and wrong 

detection due to shadows. 

 

6. Hyo-Kyun Jeong, Yong-Jin Jeong, and Yi-Fan Lin 

proposed a design of Hough transform hardware 

accelerator for Lane detection. Hough transform 

algorithm is used here. The disadvantage of 

Hough transform is it has high computational 

complexity. 

V. CONCLUSION 

 

In this review, a detailed analysis of various lane 

detection and tracking algorithms is discussed. The 

different methodologies investigated by different 

authors for lane detection and tracking during the last 

decade are presented in the paper. Lane detection is 

important because it is an integral part of autonomous 

vehicle control system. A survey of existing methods 

for detection and marking of lanes is provided in this 

work. The previous methods proposed for detection 

and marking have several shortcomings. A lane 

departure warning system and lane marking detection 

using Hough Transform has been proposed. By 

incorporating a departure warning system, the 

functionalities of the lane marking system can be 

enhanced therefore, further improvements can be 

done to enhance the results. In the near future, one 

can modify the existing Hough Transformation so 

that it can measure both the curved and straight roads. 

Hough transform can be implemented on FPGA 

board. FPGA implementation consumes less power 

also it is very compact and fast.  
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ABSTRACT 

 

Depression is ranked as the largest contributor to global disability and is also a major reason for suicide. Still, 

many individuals suffering from forms of depression are not treated for various reasons.  Previous studies have 

shown that depression also has an effect on language usage and that many depressed individuals use social 

media platforms or the internet in general to get information or discuss their problems.  In particular, a 

convolutional neural network based on different word embeddings is evaluated and compared to a classification 

based on user-level linguistic metadata. An ensemble of both approaches is shown to achieve state-of-the-art 

results in a current early detection task. Furthermore, the currently popular ERDE score as metric for early 

detection systems is examined in detail and its drawbacks in the context of shared tasks are illustrated.  A 

slightly modified metric is proposed and compared to the original score. Finally, a new word embedding was 

trained on a large corpus of the same domain as the described task and is evaluated as well. Social networks 

have been developed as a great point for its users to communicate with their interested friends and share their 

opinions, photos, and videos reflecting their moods, feelings and sentiments. This creates an opportunity to 

analyze social network data for user’s feelings and sentiments to investigate their moods and attitudes when 

they are communicating via these online tools. 

Keywords: Social network, Emotions, Depression, Sentiment analysis. 

 

 

I. INTRODUCTION 

 

According to World Health Organization (WHO) , 

more than 300 million people worldwide are suffering 

from depression, which equals about 4.4% of the 

global population. While forms of depression are 

more common among females (5.1%) than males 

(3.6%) and prevalence differs between regions of the 

world, it occurs in any age group and is not limited to 

any specific life situation. Depression is therefore 

often described to be accompanied by paradoxes, 

caused by a contrast between the self-image of a 

depressed person and the actual facts . Latest results 

from the 2016 National Survey on Drug Use and 

Health in the United States  report that, during the 

year 2016, 12.8% of adolescents between 12 and 17 

years old and 6.7% of adults had suffered a major 

depressive episode (MDE). Precisely defining 

depression is not an easy task, not only because 

several sub-types have been described and changed in 

the past , but also because the term “being depressed” 

has become frequently used in everyday language. In 

general, depression can be described to lead to an 

altered mood and may also be accompanied The 

proliferations of internet and communication 

technologies, especially the online social networks 
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have rejuvenated how people interact and 

communicate withbeach other electronically. 

The applications such as Facebook, Twitter, Instagram 

and alike not only host the written and multimedia 

contents but also offer their users to express their 

feelings, emotions and sentiments about a topic, 

subject or an issue online. On one hand, this is great 

for users of social networking site to openly and freely 

contribute and respond to any topic online; on the 

other hand, it creates opportunities for people 

working in the health sector to get insight of what 

might be happening at mental state of someone who 

reacted to a topic in a specific manner. In order to 

provide such insight, machine learning techniques 

could potentially offer some unique features that can 

assist in examining the unique patterns hidden in 

online communication and process them to reveal the 

mental state (such as ‘happiness’, ‘sadness’ ,‘anger’, 

‘anxiety’, depression) among social networks’ users. 

Moreover, there is growing body of literature 

addressing the role of social networks on the structure 

of social relationships such as breakup relationship, 

mental illness (‘depression’, ‘anxiety’, ‘bipolar’ etc.), 

smoking and drinking relapse, sexual harassment and 

for suicide ideation The symptoms experienced by 

depressed individuals can severely impact their ability 

to cope with any situation in daily life and therefore 

differ drastically from normal mood variations that 

anyone experiences. At the worst, depression can lead 

to suicide. WHO estimates that, in the year 2015, 

788,000 people have died by suicide and that it was 

the second most common cause of death for people 

between 15 and 29 years old worldwide In Europe, 

self-harm was even reported as the most common 

cause of death in the age group between 15 and 29 

and the second most common between 30 and 49, 

again in results obtained by WHO in 2015. In this 

study, we examine various linguistic cues which help 

to detect emotion cause events: the position of cause 

event and experiencer relative to the emotion 

keyword: emotional process like positive emotion 

(e.g.‘happy’, ‘love’, ‘nice’), negative emotion (e.g. 

‘worthless ’,‘loser’, ‘hurt’, ‘ugly’, ‘nasty’), sadness (e.g. 

‘worry’, ‘crying’ ,‘grief’, ‘sad’), anger (e.g. ‘stop’, ‘shit’, 

‘hate’, ‘kill’, ‘annoyed’)and anxiety (e.g. ‘worried’, 

‘fearful’). A temporal process like present focus (e.g. 

‘today’, ‘is’, ‘now’), past focus (e.g. ‘ago’, ‘did’, ‘talked’) 

and future focus (e.g. ‘shall’, ‘may’, ‘will’ ,‘soon’). 

Linguistic words like articles (e.g. ‘a’, ‘an’, 

‘the’),prepositions (e.g. ‘for’, ‘in’, ‘of’, ‘to’, ‘with’, 

‘above’), auxiliary verbs (e.g. ‘do’, ‘have’, ‘am’, ‘will’), 

conjunctions (e.g. ‘and’ ,‘but’, ‘whereas’), personal 

pronoun (e.g. ‘I’, ‘them’, ‘her’ ,‘him’), impersonal 

pronouns (e.g. ‘it’, ‘it’s’, ‘those’), verbs (e.g. ‘go’, ‘good’) 

and negation (e.g. ‘deny’, ‘dishonest’, ‘no ’,‘not’, 

‘never’). 

 

II. LITERATURE REVIEW 

         

Previous studies have already shown that depression 

also has an effect on the language used by affected 

individuals. For example, a more frequent use of first 

person singular pronouns in spoken language was first 

observed in 1981. An examination of essays written 

by depressed,  formerly-depressed, and non-depressed 

college students at University of Texas confirmed an 

elevated use of the word “I” in particular and also 

found more negative emotion words in the depressed 

group. Similarly, a Russian speech study  found a 

more frequent use of all pronouns and verbs in past 

tense among depression patients. A recent study based 

on English forum posts observed an elevated use of 

absolutist words (e.g. absolutely, completely, every, 

nothing1) within forums related to depression, 

anxiety, and suicidal ideation than within completely 

unrelated forums as well as ones about asthma, 

diabetes, or cancer .The knowledge that language can 

be an indicator of an individual’s psychological state 

has, for example, lead to the development of the 

Linguistic Inquiry and Word Count (LIWC) software. 
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By utilizing a comprehensive dictionary, it allows 

researchers to evaluate written texts in several 

categories based on word counts. A more detailed 

description of LIWC. With a similar purpose, 

Differential Language Analysis Toolkit (DLATK)  an 

open-source Python library, was created for text 

analysis with a psychological, health, or social focus. 

Driven by the growing availability of data, for 

example through social media, and the technological 

advances that allow researchers to work with this 

data, ethical considerations are becoming more and 

more important in the field of Natural Language 

Processing (NLP). Based on these developments, NLP 

has changed from being mostly focussed on 

improving linguistic analysis towards actually having 

an impact on individuals based on their writings. Still, 

a proper discussion about ethics in NLP has only been 

started in 2016 by Hovy and Spruit . Although 

Institutional Review Boards (IRBs) have been well-

established to enforce ethical guidelines on 

experiments that directly involve human subjects, the 

authors note that NLP and data sciences in general 

have not constructed such guidelines. They further 

argue that language “is a proxy for human behavior, 

and a strong signal of individual characteristics” and 

that, in addition, “the texts we use in NLP carry latent 

information about the author and situation” . On top 

of this direct connection to the individual, they also 

describe the social impact of NLP research . A 

demographic bias in the selection of training texts can 

lead to the exclusion of specific groups, 

overgeneralization based on false positives can have 

serious consequences depending on the task, and 

research results can potentially cause or confirm 

biases and ultimately discrimination by topic 

overexposure. Even if all these factors are considered, 

they conclude that dual-use problems can exist for 

any research if results are used in a different way than 

originally intended.  

The work described in this paper belongs to the area 

of Natural Language Processing (NLP) and text 

classification in particular. The origins of text 

classification tasks can be found in early research to 

automatically categorize documents based on 

statistical analysis of specific clue words in 1961 . 

Later, similar research goals lead to rule based text 

classification systems like CONSTRUE in 1990 and 

finally the field began to shift more and more to 

machine learning algorithms around the year 2000  In 

addition to text categorization, machine learning was 

also a driving force in other text-based tasks like 

sentiment analysis, which is focussed on extracting 

opinions and sentiment from text documents . It was 

first used in combination with machine learning to 

find positive or negative opinions in movie reviews  

and was then extended to other review domains , as 

well as completely different areas like social media 

monitoring and general analysis of consumer  

attitudes. More recently, deep learning has been 

utilized for text classification in addition to its more 

common, usages in image classification. State-of-the-

art results in several text-based tasks could, for 

example, be achieved by transfer learning methods 

like Universal Language Model Fine-tuning (ULMFit)  

and the Google research project Bidirectional Encoder 

Representations from Transformers(BERT)  for the 

training of language representations, which includes 

ULM Fit and several other methods. Based on these  

Especially the availability of social media messages 

enabled researchers to extract population-based 

health information that made it possible to track 

disease symptom. 
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Fig. 1 A methodological overview of Facebook data 

analysis for depression analysis 

      

There is growing body of literature that analyses the 

properties of depression . Choudhury et al.  

argue that depression constitutes a genuine test in 

individual and general wellbeing. Considerable 

number of individuals experiences the ill-effects of 

despondency and just a division gets sufficient 

treatment every year. They also investigated the 

possibility to utilize online networking to identify 

and analyze any sign of significant depression issue in 

people. Through their web-based social networking 

postings, they quantified behavioral credits 

identifying with social engagement, feeling, dialect 

and semantic styles, sense of the self-system, and 

notices of antidepressant medications. 

Choudhury et al.  considered online networking 

as a promising instrument for public health, 

concentrating on the utilization of Twitter presents 

on fabricating predictive models about the 

forthcoming impact of childbirth on the conduct and 

disposition of new mothers. Utilizing Twitter posts, 

they measured postpartum changes in 376 mothers 

along measurements of social engagement, feeling, 

informal community, and phonetic style. O’Dea et al.  

examined that Twitter is progressively researched as 

methods for recognizing psychological well-being 

status, including depression and suicidality in the 

population. Their investigation revealed that it is 

conceivable to recognize the level of worry among 

suicide- related tweets, utilizing both human coders 

and a   programmed machine classifier. 

Zhang et al. have shown that if individuals with a 

high danger of suicide can be recognized through 

online Islam et al. Health Inf Sci Syst (2018) 6:8 Page 

3 of 12 networking like microblog, it is conceivable to 

actualize a dynamic intervention system to save their 

lives. Many researchers have demonstrated that 

utilizing user-created content (UGC) accurately may 

help decide individuals’ psychological wellness levels. 

For instance, Aldar wish and Ahmad  examined that 

the utilization of Social Network Sites (SNS) is 

expanding these days, particularly by the more 

youthful eras. Because the accessibility of SNS enables 

clients to express their interests, sentiments and offer 

day by day schedule .                     

Nguyen et al.  utilized machine learning and 

statistical strategies to separate online messages 

amongst depression and control groups utilizing 

temperament, 

psycholinguistic procedures and substance subjects 

removed from the posts created by individuals from 

these groups. Park et al. investigated states of mind 

and practices toward online web-based social 

networking in view of whether one is discouraged or 

not. They directed semi-organized up close and 

personal meetings with 14 dynamic Twitter users, 

half of whom were discouraged and the other half 

non-discouraged. Other than they examined a few 

plan implications for future social networks that 

could better suit users with depression and give bits of 

knowledge towards helping discouraged users address 

their issues through online web-based social 
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networking. Bachrach et al.  studied how user’s 

activity on Facebook identifies with their identity, as 

measured by the standard Five Factor Model. They 

analyse relationships between user’s identity and the 

properties of their Facebook profiles. For instance, the 

size and thickness of their friendship network, 

number of transferred photographs, and number of 

occasions went to, number of gathering enrolment’s, 

and number of times the user has been tagged in 

photographs. 

Ortigosa et al.  have exhibited a new strategy for 

sentiment examine in Facebook that suggests that 

starting from messages composed by users, 

as to extract data about the users’ assessment 

extremity (positive, unbiased or negative), as 

transmitted in the messages they write; and to show 

the users’ standard conclusion extremity and to 

distinguish huge passionate changes. In the context of 

Facebook mining,  Holleran  found initial evidence 

that depression is a major contributor to the overall 

global burden of diseases. In other related work, 

Wang et al.  and Shen et al.  examined various 

depression-related features, and built amultimodal 

depressive model to detect the depressed users. 

Although, some of the above reported work has 

discussed emotional process, temporal process, 

linguistic style to detect depression, the following 

shortcomings are observed in the existing literature: 

There are few individual studies that have applied 

SVM, KNN, Decision Tree and Ensemble separately. 

There are no well-known studies that have combined 

all these techniques together at same dataset to 

investigate the variations  in technique-based 

findings. There is no significant study that has applied 

the abovementioned machine learning techniques on 

Facebook data for depression detection. To address 

the above-listed shortcomings, we make an  attempt 

to detect depression from Facebook comments with 

the present work; expand the scope of social media-

based depression measures, describing the different 

features of Facebook user comments.  applied 

machine learning approaches that can use those 

measures for the detection of individuals who are 

suffering with depression. 

 

 
Table 1. Summary of literature review 

 

III. SYSTEM ARCHITECTURE  

 

There are a number of ways to analyze the 

information, but the reality is that mental health, 

specifically depression, is a subjective and complex 

topic. While it may be possible to quantify the degree 

to which one might be depressed based on a Tweet, 

the only real question that matters for this project is, is 

an individual exhibiting linguistic markers indicative 

of depression? Knowing the question and the 

subjective nature of mental illness, a binary 

classification model made the most sense for this 

project. While a logistic regression model made sense 

as a benchmark model, a Long Short Term Memory 

network (LSTM) model wound up being the most 

robust for the project at hand. A recurrent neural 

network allows information to be passed from one 
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step of a network to another, and are ideal for 

sequences, lists, and other language processing 

problems. A LSTM is capable of learning long-term 

dependancies  and work incredibly well on a large 

variety of problems. The LSTM + CNN model takes in 

an input and then outputs a single number 

representing the probability that the tweet indicates 

depression. The model takes in each input sentence, 

replaces it with its embeddings, and then runs the new 

embedding vector through a convolutional layer. The 

convolutional layer passes the structure that it learns 

from the sequential data into a LSTM layer. The 

output of the LSTM layer is then fed into a Dense 

model for prediction. 

Once the model was designed and built, the issue then 

became refining the model to achieve the best results. 

 
Fig. 2 A methodological overview of tweets analysis 

for depression analysis 

 

The system will send the tweets to be analyzed and 

stored the results in the database. The tweets will be 

analyzed in all three models. The system will return 

the predicted sentiments which are Positive, Negative 

or Neutral. When the system returns two Positive 

results and one Negative or Neutral result, the system 

will take the Positive predicted sentiment as for the 

Overall Predicted Sentiment, same as for two Negative 

results and two Neutral results. The  tweets are  then 

analyzed using three  different techniques which are 

Naïve Bayes Classifier technique, NLP techniques and 

Deep Learning technique 

After the sentiment of each user tweets is calculated, 

the depression percentage is then calculated based 

from the total positive and total negative tweets. If the 

users have a high percentage of positive tweets, it will 

classify the users as an optimistic person that implies 

the user is no depression related. Meanwhile, users 

that have a high percentage of negative tweets, it will 

classify the users as an optimistic person that can 

implies the users might be depression related 

 

 

IV. CONCLUSION 

 

In this paper exhibited the capability of using 

or measuring and detecting major depression among 

its users. To give a clear understanding of our work, 

numbers of research challenges were stated at the 

start of this paper. The analytics performed on the 

selected dataset, provide some insight on the research 

challenges : What depression is and what are the 

common factors contributing toward depression. 

While we feel moody, sad or low from time to time, 

few people encounter these emotions seriously, for 

drawn out stretches of time (weeks, months or even 

years) and in some cases with no apparent reason. 

Despondency is something other than a low state of 

mind—it’s a genuine condition that influences 

someone’s physical and emotional feelings. 

Depression can influence any of us anytime. 

However, some phases or events make us more 

vulnerable to depression. Physical and emotional 

changes associated with growing-up, losing a loved 

one, beginning a family, retirement may trigger some 

emotional influx that could lead toward depression 
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for few people. What are the factors to look for 

depression detection in social networking comments? 

It is important to remember that depressive emotions 

have several signs and symptoms spread across various 

categories as reported in Based on signs and symbols  

divided  dataset into 5 emotional variables (positive, 

negative, sad, anger, anxiety), 3 temporal categories 

(present focus, past focus and future focus), 9 standard 

linguistic dimensions (e.g., articles, prepositions, 

auxiliary verb, adverbs, conjunctions, pronoun, verbs 

and negations) How to extract these factors from 

social sites comments ? To extract the above-

mentioned factors, we applied Linguistic Inquiry and 

Word Count (LIWC) on our dataset. The LIWC2015 

Dictionary is the heart of the text analysis strategy. It 

processes our comments on a ‘line by line’ basis 

within and across columns of spreadsheet and 

accesses a single text within a spreadsheet and analyse  

each line sequentially and reads one target word at a 

time. What is the relationship between these factors 

and attitudes  toward depression? The relationship 

between the above-mentioned issues with the 

attitudes towards depression are varies from person to 

person.  When are the most influential time to 

communicate within depressive Indicative Facebook 

user? In this study,  got 54.77% depressive indicative 

Facebook users communicate with their friends from 

midnight to midday and 45.22% from midday to 

midnight.  
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ABSTRACT 

 

COVID-19 irruption has place the total world in associate unexampled troublesome state of affairs delivery life 

round the world to a daunting halt and claiming thousands of lives. because of COVID-19 unfold in 212 

countries and territories and increasing numbers of infected cases and death tolls mounting to five,212,172 and 

334,915, it remains a true threat to the general public health system. This paper renders a response to combat 

the virus through Artificial Intelligence(AI) primarily based respiratory organ illness Classification by 

victimization organic process Deep Learning commonplace. The design of the projected model initial goes 

through a pre-processing of the input image is followed by a rise in information. Then the model begins a step 

to extract the characteristics followed by the training step. Finally, the model begins a classification and 

prediction method with a totally connected network fashioned of many classifiers. The model explains 

associate integrated bioinformatics approach during which completely different} aspects of information of 

knowledge taken from different data sources area unit place along to make the easy platforms for physicians 

and researchers. the most advantage of those AI-based platforms is to accelerate the method of identification 

and treatment of the COVID-19 illness. the foremost recent free publications and medical reports were 

investigated to decide on inputs and targets of the network that would facilitate reaching a reliable Artificial 

Neural Network-based tool for challenges related to COVID-19.  

  

Keywords: Artificial Intelligence, Covid-19, Deep Learning, Convolution Neural Network, Image 

Processing  

 

 

I. INTRODUCTION 

 

The novel Coronavirus selected SARS-CoV-2 

appeared in December 2019 to initiate an outbreak of 

health problem called COVID-19 that established 

itself as a tough illness which will emerge in 

numerous forms and levels of severity starting from 

delicate to severe with the chance of organ failure 

and death. From mild, selflimiting tract ill health to 

severe progressive respiratory illness, multi-organ 

failure, and death. the planet Health Organization 

declared it as an outbreak on Gregorian calendar 

month thirty, 2020. With the progress of the 

pandemic and also the rising range of the confirmed 

cases and patients WHO expertise severe metabolic 

process failure and vas complications, there area unit 

solid reasons to be enormously involved concerning 

the results of this virus infection. decisive acceptable 

http://www.ijsrst.com/


International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 5 | Issue 8 

 

© 2020 IJSRST | Print ISSN: 2395-6011 | Online ISSN: 2395-602X | Published : 18/12/2020 - 170-175 

 

 

 

 

 
171 

approaches to achieve solutions for the COVID-19 

connected issues has received an excellent deal of 

attention. Healthcare systems round the world are 

trying to expand testing facilities for COVID-19. 

additional and additional testing can cause the 

identification and isolation of infected persons, 

thereby reducing the unfold among the community. 

however availableness doesn't guarantee 

responsibility. the key concern for the governments 

at this stage is that the false-negative take a look at 

results area unit negative for the infected individual. 

Such people could unwittingly transmit the virus to 

others. False take a look at outcomes so damage the 

efforts to curb the unfold of the virus. thence the 

sensitivity of those tests is unknown. In such a state 

of affairs, Deep Learning techniques area unit 

artificial neural networks during which every layer 

has multiple neurons that operate equally to the 

neurons of the flesh. Convolution neural networks 

(CNNs) area unit one in all the deep learning 

techniques that have proved to achieve success and 

effective within the field of medical imaging 

classification. There are many studies that have used 

CNN to diagnose respiratory illness and different 

diseases supported radiography. CNN primarily based 

design has been projected to spot completely 

different respiratory organ diseases. thence CNN 

becomes a natural candidate for identification 

recommendation of  

COVID-19 patients. By coaching convolutional 

neural networks (CNN) victimization these 

characteristics extracted from X-ray pictures, we tend 

to may accurately predict COVID19. The results area 

unit encouraging and demonstrate the effectiveness 

of deep learning, and additional specifically, transfer 

learning with CNN to the automated detection of 

abnormal X-ray pictures from little information sets, 

associated with the Covid-19 illness.  

  

 

II. RELATED WORK  

  

In[1],Recent study proposed several COVID-19 

detection paradigms. In [2], Li et al. proposed a 

methodology to recognize the infection rate using 

the coronal and axial view of lung CT scans. The 

proposed work achieved a specificity of 100%, AUC 

of 0.918, and sensitivity of 82.6%. Another study 

evaluated COVID19 disease using visual inspection. 

They claimed that visual inspection help to identify 

the infection. In [3], Yang et al. proposed a scheme to 

evaluate the lung CT scans and implemented visual 

inspection-based detection. Their scheme could 

achieve a Specificity of 94%., an AUC of 0.892, and a 

Sensitivity of 83.3%. In [4], Wang et al. investigated 

90 patients' lung CT scans. Their investigation 

managed to detect the severity based on the time 

since the patient got infected. Also, a diagnostic 

methodology was proposed based on the CT scan's 

image features. They concluded that the combination 

of both images features evaluation and clinical 

findings could early detect the presence of COVID-

19. In [5], Bai et al. investigated the patient's 

information and considered the CT scans and RT-

PCR for the examination. They achieved a specificity 

of 100% and a sensitivity of 93%. In a similar study, 

authors clinically evaluated patients with both CT 

scans and real-time RT-PCR with an early detection 

accuracy of 90%.  

In [6], an in-depth study of various techniques used 

for the classification of images is performed.  The 

existing DCNN models were used for the prediction 

of COVID19 using CT and CXR images. The analysis 

is stated in terms of accuracy for various prediction 

models. A comprehensive study is performed in the 

automation of DCNN architecture for searching and 

classification of images.   

Zhou et al. in 2020 [7] suggested a deep learning 

model for distinguishing influenza pneumonia taken 

from CT images and novel coronavirus pneumonia. 
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CT images are better than CXR images as it shows 

pulmonary infection clearly which is much costlier. . 

Li et al. [8] identified COVID-19 using Artificial 

Intelligence (AI), thus dataset comprising of affected 

COVID-19 images, various pneumonia, and 

diagnosed patients with pneumonia. The images are 

gathered from Chinese hospitals containing 2969 

images of the training set, viral pneumonia 1396, 

more than 400 images of COVID-19 patients, and 

1173 non-pneumonia. K. He, X.  

Zhang et al. in 2016.  

In [9], Jakimovski and Davcev proposed the 

Double convolutional deep neural network 

(DCDNN) for lung cancer stage prediction. In the 

training of both the CDNN and the regular 

CDNNs, they used Computed Tomography (CT) 

scans. These topologies have been experimented 

with against images of pulmonary cancer to assess 

the stage of TX cancer in that topologies can 

predict lung cancer. The first phase involved the 

preclassification of CT images from the first 

dataset to concentrate on CDNN research. Next, 

they create the double deep neural network 

Convolution with max pool to carry out a more 

comprehensive search. They eventually utilized 

Computed Tomography scans of various stages TX 

cancer of lung cancer to establish the TX stage 

where CDNN detects lung cancer potential. The 

findings are reviewed with the medical doctors of 

the oncology department and are deemed 

sufficient to detect cancer in T3. This technique is 

used by doctors for detection and treatment. 

Nasser and Abu-Naser introduced the Artificial 

Neural Network (ANN) for detecting lung cancer. 

A Network for the Prediction of the Absence or 

Presence of Lung Cancer in the Human Body was 

developed. Symptoms like yellow fingers, anxiety, 

chronic illness, weariness, allergy, wheezing, roar, 

breath shorter, swallowing difficulty, and chest 

pain was used to diagnose lung cancer. Symptoms 

like yellow fingers. They were used as input 

variables for our ANN and other details about the 

human. Trained and validated data collection 

entitled' survey cancer of the lung.' The system 

evaluation showed that the ANN model would 

detect 96.67 percent accuracy in the absence or 

presence of lung cancer. They have carried out 

some planning and analysis to make the data 

more predictive.  

  

III. METHODOLOGY  

  

In this section, we first describe the dataset used 

in the study, followed by the proposed CNN. The 

definition of the input data and desired outputs 

before the actual methods provides a better 

definition of the problem and a better 

understanding of the methods.  

 

A. Datasets  

We set up a database composed of three classes of 

chest radiographic images are collected from git 

hub repositories [10]. The first class is made up of 

images of patients declared positive for COVID-

19 that we collected from the database published 

by Cohen. This database contained 230 images is 

open to various researchers to add new images or 

to use the already existing images. The second 

class consists of 100 images of patients declared 

normal without any pneumonia. The third class 

consists of 100 images of patients who have 

already had typical inflammatory pneumonia. We 

have divided the base of the collected X-ray 

images into two groups. A first learning group 

noted internal validation containing 80% of the 

images of the constructed base. The images of this 

group have been verified and annotated by 

radiologists to use them for the training of our 

CNN model. The second group noted external 

validation would be formed by 20% of the images 
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of the base constructed plus ten images provided 

by our radiologist colleagues and will be used for 

the validation of our proposed CNN model [11].   

 

B. Deep Learning Algorithm   

Deep learning AI is in a position to find out without 

human supervision, drawing from data that's both 

unstructured and unlabeled. Deep learning may be a 

part of machine learning in artificial intelligence that 

has networks that are capable of learning 

unsupervised from data that is unstructured or 

unlabeled, considered deep neural learning or deep 

neural networks [12]. In this model, we are going to 

use pre-trained CNN models on the Image Net 

databases that reduce the need to train the data from 

scratch. A pre-trained model is useful when there is a 

time boundary, every-time it is not possible to build 

the model from scratch why a pretrained model 

comes into existence. Image Net in one of the widest, 

large, real-world databases with the help of these 

pre-trained models weights obtained is then 

transferred to the specific CNN model which going 

to use transfer learning technique.  

 

C. Convolution Neural Network  

CNN is of the well-regarded machine learning 

methods in the literature. One of the reasons for its 

popularity is the automatic hierarchical feature 

representation in recognizing objects and patterns in 

images. CNN reduces the parameters of a given 

problem using spatial relationships between them 

[13]. This makes them a more practical classifier 

when dealing with images where we deal with a 

large number of parameters, rotation, translation, and 

scale of images. In fact, CNN's alleviate the 

drawbacks of Feel Forward Neural networks and 

Multi-Layer Explanations by using an alternative to 

matrix multiplication. We use this powerful method 

in this study due to the nature of COVID-19 

diagnosis from CT images and its highdimensional 

nature [14s].  

  

   

 

D. Transfer Learning  

Transfer learning is a strategy wherein the 

knowledge mined by a CNN from given data is 

transferred to solve a different but related task, 

involving new data, which are the usually smaller 

population to train a CNN from scratch. In deep 

learning, this process involves the initial training 

of a convolutional neural network for a specific 

task and utilizing large-scale datasets. The 

availability of knowledge for the initial training is 

the most significant factor for successful training 

since CNN can learn to extract significant 

characteristics of the image. Depending on the 

potential of CNN to spot and extract the foremost 

outstanding image features, it's judged whether 

this model is suitable for transfer learning.  

   

  

E. Image Processing  

In this paper, we implement and analyze the 

image processing method for the detection of 

Covid-19. Image processing techniques are widely 

utilized in several medical problems for picture 

enhancement within the detection phase to 

support the first medical treatment [15].   
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In this research, we proposed a detection method 

of Covid-19 based on image segmentation. Image 

segmentation is one of the intermediate levels in 

image processing.  

  

 

IV. CONCLUSION 

 

In this project, we have a tendency to projected a 

clinical web for the first detection of COVID-19 

victimisation deep learning supported chest X-ray 

pictures. this system conjointly differentiates the 

patients affected by respiratory illness and COVID-

19 as each have constant symptoms victim 

sometimes gets confused between the 2. police 

work COVID-19 victimisation X-Ray is way 

cheaper than the medical COVID-19 check kit and 

as quick because the current thermal imaging 

technique. The model are way more correct and 

helpful within the current state of affairs. The 

results recommend that CNN based mostly 

architectures have the potential for the proper 

designation of COVID-19 malady. Transfer 

learning plays a serious role in rising the accuracy 

of detection. Fine-tuning of those models could 

additional improve the accuracy. alternative pre-

trained models can also be explored for building a 

advocate designation system.  

Future work could embrace developing new 

architectures supported CNN for the detection of 

COVID-19 in addition as alternative diseases 

within the medical domain.  
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ABSTRACT 

 

Flash memory devices are considering efficient storage units, thus it is producing tremendous demands for the 

usage of obtrusive memory devices. One of the severe problems that forensic investigators face is to remove 

deleted information from flash memory devices, as some of the flash memory machines prevent the reduction 

of eradicating data using the standard rhetorical techniques. This is to be taken into consideration by a study of 

the physics of flash retention, the development of trendy transition, layers, and the file systems that support 

these devices. It then regulates forensic experiments on various types of flash-based data-storage medium and 

encapsulates the results of each media. The paper also refers to the search for various practices to be applied to 

flash storage media, which helps to enable them to retrieve deleted information with the use of standard 

forensic techniques.  

 

Keywords: Digital Devices, FTL, Digital Forensics Model, MTD, Flash memory transistors. 

 

 

I. INTRODUCTION 

 

There has been a huge growth in the usage of 

convenient applications, which has led to a quick 

extend in consumer electronics. These reliable 

applications make use of a non-volatile storage 

medium that can save data electrically using 

semiconductor chips. The data on these chips can be 

dynamically removed and can be automated several 

times after its written and deleted. The 

semiconductor chip (or transistor) and can ware 

integrated at a large scale on a very tiny chip. This 

allows for huge digital storage capacity on a tiny chip 

that is physically no bigger than the size of a human 

nail. These memory chips it's known as flash memory, 

and they bring a huge impact on the way the data it's 

collected and retrieved. Compared to the outmoded 

visual storage medium, flash memory strategies 

operate at low power and offer high resistance to 

shock. Since these devices come in minor physical 

sizes and vast storage space with the proficiency of 

uneven usage, it finds its applications in the military 

to large-scale end-user usage. The criminal movement 

has also equally grown with enhancements in the 

flash devices. Mostly these device uses the memory 

cards or any flash-based memory device which allow 

them to store data easily with improved portability 

and efficiency. For a forensic expert, extracting data 

from these devices is challenging nowadays. Current 

forensic approaches and analysis do not allow for 

acquiring data that are present on these devices. This 

includes improving the deleted data, which might be 

useful in gathering evidence related to criminal 

activity. Attaining data from the flash devices is only 
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possible by looking at the chip using a compound 

microscope and reading the chip at the lowest level, 

like wear-leveling and other physical properties of 

each silicon transistor. Flash memory survives in two 

different flavors, NOR flash and NAND flash. 

Manufacturing a NOR flash is costly than 

manufacturing a NAND flash. NOR flash memory can 

read byte by byte data in a persistent time, which 

enables faster data access. NAND flash memory is 

being comprised of blocks. In a NAND flash, data is 

stored in regions that scale down from a static 

predefined number of pages called blocks. A typical 

page size of a NAND flash is 512 bytes. Writing data 

into the NAND flash is achieved by a WRITE cycle 

that is injecting necessary data into a buffer one byte 

at a time. NAND flash devices offer large storage 

space and low read speed when compared to NOR 

flash devices. Thus, NOR flash it's used primarily to 

hold and execute firmware. The parts of memory that 

it's used by firmware can't ware used to store user 

information or other data storage. Therefore, most of 

the mobile storage units like USB, SD card, etc. Use 

NAND flash to store huge data in a compact storing 

medium. Digital forensics deals with the preservation, 

identification, extraction, documentation, and 

interpretation of computer data. Flash memory is a 

type of non-volatile memory that can erase data in 

units called blocks. The block on a flash memory chip 

must ware erased before any data it's rewritten or 

programmed into the chip. The data retention of flash 

memory it's extended over a period of time, whether 

the device equipped with flash memory it's powered 

on or off.                       

Flash memory devices are the most efficient and can 

be easily integrated into circuits for data storage. They 

occupy less space and offer huge storage capacities, 

thus increasing the use of flash memory on portable 

devices. With the increasing number of computer 

crimes, deleted data plays a major role in finding 

evidence related to a crime. Digital forensics helps in 

finding deleted data to ware used as evidence for a 

criminal incident. However, with the case of flash 

memory devices, forensic investigators are having a 

tough time finding deleted data from them. Deleted 

data can ware acquired by looking at each flash chip 

at a microscopic level and reading the wear leveling 

of the silicon chip. 

 

II.  RELATED WORK  

 

In [1], Shivendran Tiruchanpalli, Searching for 

deleted evidence in flash memory procedures has 

become a severe task to forensic detectives. The 

objective of this paper is to explore the causes behind 

the contests faced by forensics to mine erased 

evidence in the flash memory strategies. To 

accomplish this aim, an investigation is implemented 

on dissimilar types of flash memory strategies. This 

implicates the accomplishment of forensic study on 

each of the dissimilar types of devices. This chapter 

discourses about the approaches and the stages that 

are taken to accomplish this experiment. Besides, this 

section also discourses about the hardware and 

software necessities, tools that are vital for the 

research, and the data collection model that will be 

best appropriate for accomplishing insightful results. 

Flash memories are prepared out of floating gate 

transistors in groups. These transistors are identical 

MOSFETs with two gates as a replacement of one gate. 

The transistor comprises an np-n sandwich with a 

control gate and a floating gate divided across a 

semiconductor oxide layer that is completely isolated 

and does not permit the flow of 

 current through both gates. 
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Figure 3: Flash memory transistor 

 

The simple flash memory transistor in an off state that 

has three terminals named as word line also 

recognized as a drain, the ground also identified as the 

source and bit line. Word line is attached to the 

control gate that agrees to the holding of charges at 

the floating gate. In this phase, there are no electrons 

exist at the floating gate. 

In [2], Krishnan Sansurooah, NAND flash chips are 

comprised of banks, pages, and blocks. Erase 

procedures on a NAND flash are executed at the block 

level that contains a permanent number of pages. 

Read and write processes on a NAND flash are 

executed at the page level. Whenever data is printed 

into the page, the data is termed "live" up until the 

page is deleted and transcribed with new information. 

Every page can compose information only once. Over 

scripting of information is not conceivable on pages. 

Removed data is well thought-out as "dead." Putting 

away live data makes the page legal hence the pages 

are called "legal pages." Dead data in a page results in 

the page as invalid. When the computation of free 

pages falls further down a minimum amount, the 

invalid pages undertake an erase cycle to generate 

more free pages.  

 

Flash Transition Layer  

The Flash transition layer or FTL is a driver that was 

hosted to act as an interface amongst the systems and 

the flash device. In [3], This familiarizes protocols 

that facilitate the interaction between NAND flash 

and the other computing source like functional 

systems, file structures, and implanted applications. 

FTL driver replicates the flash device as a chunk and 

offers roles like address transformation and garbage 

collection to the operating system. MTD or memory 

technology device is a driver that is liable for offering 

functions like reading, write, and erase over the flash 

storage. The arrangement of MTD and FTL gave 

escalation to two unlike types of flash devices. 

 

III. METHODOLOGY 

 

The experiment is conducted in two parts. 

The first part involves the creation of a file that 

resembles an actual case to be investigated using 

forensic methods. After the creation of these files, 

these files are copied on all three flash memory 

devices. After copying the case files, a snapshot image 

of the drive is extracted for all the devices. Another 

part of the experiment exists deletion of few files 

from all the three devices that are directly related to 

the case. All the devices are expected to have 

identical files and folders in them after deletion. After 

deletion, a snapshot image of each device is obtained. 

After the creation of pre-deletion and post-deletion 

snapshot images of the drive, the images are analyzed 

using the FTK toolkit. Keyword search is used to 

query the contents of the drives. These results are 

compared to find if all the evidence is obtained from 

all of the drives even after deleting the contents 

inside them. The difference in the number of hits and 

number of files for all three devices is caused due to 

the storage behavior of additional files that have 

metadata and logs related to the content saved on the 

devices. This metadata is not accessible on a standard 
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operating system directory list. In the case of an SD 

card, there is no metadata created by the device. In[4], 

NAND flash memory overcame the limitations that 

were present in hard disk storage by introducing large 

storage capacities on a compact chip. NAND flash had 

many advantages over EPROM is a small size, low 

power consumption, and high storage density. 

Therefore, NAND flash was considered the best 

choice for non-volatile memory. With the rise in 

demand for mobile devices, there was an equal 

demand for flash memory. The previous commercial 

applications of flash memory date back to the mid-

1990s in which introduced CompactFlash, Smart-

Media, and multimedia cards developed by SanDisk. 

By 2000 the flash memory was easily available as a 

plug and play media or a removable format portable 

device. Since 2001 various companies started 

producing USB flash drives that were easy to use 

memory devices. From the late 1990s to 2003, the 

NAND flash market grows by 50% of the flash prices 

dropping by 30-40%. 

 
 

Figure: Data storage flow in flash media 

 

 

 

 

 

Physics of Flash Memory  

 

1). EEPROM:  

 

(Electronically Erased Programmable Memory) is a 

type of flash memory. This memory exists in two 

states, erased and not erased. Flash has the potential 

to retain data even without the presence of a power 

supply, which makes it a non-volatile memory storage 

medium. Floating gate transistors are the key 

components that are used to build flash memory. This 

transistor is nearby an insulating material and is 

governed with the help of a control gate. High energy 

electrons are introduced through the isolating 

material, and the electric isolating property of the 

gate of the transistor traps the electron into the 

transistor. A trapped electron gives a negative charge 

to the transistor indicated as a logical 1.  

 

2). NOR FLASH MEMORY:  

 

In NOR, flash cells are connected in parallel. The 

parallel connection in NOR flash allows for each cell 

to be individually read or programmed associated in a 

NOR gate type of connection. NOR flash allows for 

byte by byte read in constant time. In a NOR flash, a 

bus is used for addressing the memory cell for reading 

and write operations. In a NOR flash, a bus is used for 

addressing the memory cell for reading and write 

operations. NOR devices are considered to be the 

economic replacement for ROM. 

 

3). NAND FLASH MEMORY:  

In the NAND device, the cells are lined in series. The 

NAND flash has the cells associated in series that 

avoids specific cells to be read or encoded. 

Consequently, a total organized series of cells may or 

may not be encoded in NAND flash at an instance in 

time. A bus is recycled to contact each cell in a 

NAND flash memory. 
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IV. RESULTS AND DISCUSSION 

 

The main advantage of the NAND device is that it has 

a faster erase time Reading data from NAND flash. To 

read a page of data from a block, the flash controller 

applies a read reference voltage to the cell's control 

gate. If the threshold voltage of a cell is lower than 

the read reference voltage, the cell switches on; 

otherwise, the cell switches off. 

In [5], the identification process includes the 

identification of third parties. The Preparation phase 

carries document work as a report, logging of events. 

Define methods to be used, specify what all tools are 

required, and describe a collection of information. 

Thorough documentation is done. Preservation 

restricts access to unauthorized users, read access is 

provided includes plans for data processing. The 

Collection involves the aggregation of data is done, 

formation, unification includes proper formatting of 

data, information, fusion includes integration of data. 

Examination transforms data includes altering data, 

normalization of data that is used to standardize 

information in a proper format. Analyzers verify the 

authenticity of data. Data presentation involves result 

implementation, generating reports [6]. 

However, no data was recovered after the shred 

delete command. We suspect that data may be 

recovered successfully by making customized 

embedded recovery setup and by using invasive 

microscopy-based techniques such as AFM/SCM/SEM 

etc. Flash USB when data is recovered on the same 

storage media.   

 
       Figure: Criminal evidence in all rulings 

 

In [7] Sonia Bui, There are some rules in criminal 

evidence which has to be known by the forensic 

departments. Accordingly, they follow the rules 

defined. Unsafe rulings are used to avoid the data into 

unsafe hands. 

 

 
Figure: Digital forensic model 

 

The identification process includes the identification 

of third parties. The preparation phase carries 

document work like the report, logging of events. In 

[8], Define methods to be used, specify what all tools 

are required, describes the collection of information, 

thorough documentation is done. Preservation 

restricts access to unauthorized users, read-access is 

provided, plans for data processing. The collection 

involves the aggregation of data is done, format 

unification that includes proper formatting of data, 

information fusion includes integration of data. In [9], 

Examination transforms data includes altering data, 

normalization of data that is used to standardize 

information in a proper format. Analyzers verify the 

authenticity of data. Data presentation involves result 

implementation, generating reports [10]. 

In SSD's [11], Data recovery statistics over the 

number of iterations for NAND. shred -n 1 -v 

/dev/sdb). Post-normal-delete command, the data was 

successfully recovered by using recovery software. 

However, no data was recovered after the shred 

delete command. We suspect that data may be 

recovered successfully by making customized 
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embedded recovery setup and by using invasive 

microscopy-based techniques such as AFM/SCM/SEM 

etc. Flash USB when data is recovered on the same 

storage media [12]. 

 

V. CONCLUSION 

 

From the results above is concluded that different 

types of flash memory devices respond differently 

when subjected to forensic investigation. The reasons 

behind the difference in behavior are elaborated in 

brief in this section. In the case of USB and SD cards, 

the deleted data is completely recoverable. This is 

because when data is deleted on a USB or SSD, the 

data is not actually deleted. It is marked as 

unimportant. Forensic tools try to explore the device's 

unused spaces to find out if there is any data that is 

marked unimportant and retrieves them. In the case 

of solid-state drives, the deleted data is not 

recoverable using traditional forensic analysis 

methods. This is because the solid-state devices work 

differently when compared to SD cards and USB 

drives. Before any data is written in an SSD flash cell, 

the flash cell must be emptied. New SSD's comes with 

empty cells.  
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ABSTRACT 

 

The prosperity of various indoor data tracking technologies makes possible for the large collection of tracking 

data in indoor spaces such shopping malls. Much of the focus has been on several fundamental problems such 

finding the ideal location, indoor shopping mall model, products requirements and understanding the patterns 

of shopping behavior of customers to facilitate higher growth in sales and to analyze strategies to efficiently 

manage the customer data, this paper attempts to analyze customer behavior from a unique indoor tracking 

data, which will promote the convergence between various applications and the underlying data. In particular, 

this paper uses the alternative method for indoor tracking and customer data by using QR code technology 

which uniquely differentiates each customer, collectively stores data and provides organized purchased product 

data, wherein we cluster users into several groups and summarize the most characteristic behaviors of each 

cluster. Last but not least, we analyze customer’s individual behaviors through two aspects: 1) the K-means 

clustering algorithm is used to reveal concentrated region for the attributes required to analyze and 2) a 

summary of all the purchase data classified into categories required by user are generated. 

 

Keywords: QR code, K-means clustering, indoor tracking. 

 

I. INTRODUCTION 

 

In recent years, the data mining field has become a 

very important concept in business and marketing 

sector. One such sector is the shopping malls and 

complexes which require the analysis and 

understanding the customer purchase pattern and 

behavior towards the products. This project aims to 

provide a concrete solution to analysis and tracking of 

customer behavior and its analysis using machine 

learning. Although a considerable amount of research 

has focused on the management [1] and analysis of 

indoor tracking data [2], we still have a relatively 

limited understanding of the customer to become the 

loyal consumer behaviors in an indoor space (e.g., a 

shopping mall). To fulfill this crucial void, in this 

paper, we aim to introduce a unique indoor tracking 

technique with the help of QR code technology. Both 

the data and relevant analysis can serve as the 

building blocks of future study and applications 

which can serve the purpose to generate maximum 

efficiency for the shopping malls from the data 

obtained from this paper.  The usage of QR code 

technology [3] is implemented to allocate unique 

identification to each customer entering the shopping 

mall. All the purchases made by the  Customer are 

recorded in the database by scanning the QR code at 

the time of purchase and linking it to allocated 
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customer. The purchase details are then analyzed 

based on machine learning techniques to generate 

results which facilitate the growth of the shopping 

centers. This paper provides a combined solution to 

store customer data for marketing and to analyze it 

for better development of strategies and 

improvements in the business sector. 

 

II. LITERATURE SURVEY 

 

 In this section, we give a brief overview of several 

core issues involved in dealing with indoor tracking 

data and Indoor Localization. To obtain accurate 

positions of tracked objects serves as the foundation of 

other relevant issues. Over the past several decades, a 

variety of techniques have been proposed for indoor 

localization, which can be classified into two 

categories: active and passive. The former kind of 

techniques require tracked persons to participate 

actively, while the latter estimate the position based 

on the variance of a measured signal or video process. 

Since the former are able to capture the semantics 

associated with indoor entities and the movements 

enabled or disabled by such entities. In a separation of 

different space models into a multi-layered 

representation is introduced so as to reflect the 

internal structure of an indoor space as well as the 

characteristics of sensors and transmitters. Indoor 

Data Indexing. Given tremendous indoor tracking 

data collected by one or more techniques, numerous 

indexing methods have emerged to meet the demands 

for efficient and scalable spatial query processing. To 

cope with the challenges posed by various 

applications, researchers have presented a variety of 

querying methods for indoor objects.  

Some remarkable contributions in the survey of the 

Customer behavior analysis and related aspects are 

also included.[4] in his study mentioned Street 

markets in developing countries constitute an integral 

part and exhibiting the ethnic image of the habitat of 

the local economy. The shopping malls had 

intercepted the traditional marketplace culture and 

instrumental in shifting the consumer behavior in 

urban areas. In this paper discussed how consumer’s 

decision-making styles shift towards shopping at mall. 

It concluded with specific suggestions for reducing 

conflicts and increasing cohesiveness with regard to 

shopping behavior between shopping malls and street 

markets. [4] strategically analyzed the Indian retail 

industry. This identified the drivers which were 

affected the growth of the Indian retail market, looks 

at the major factors affecting the retail business and to 

carry put the SWOT analysis of organized retail in 

india. The results of the study depicted that 

infrastructure, economic growth and changing 

demographics of consumers were the major driver of 

organized retail in india. In this study stated location 

of the retail store, management style and adequate 

salaries to personnel enhanced the effectiveness of 

retail business. Some  studies mentioned future 

competition between mall operators so they redefined 

nature of business. They sated Indian families 

shopping had become more of an emotional 

experience than habitual low involvement consumer 

behavior. The purpose of the paper was to examine 

the impact of entertainment facilities in Indian malls 

on shopping behavior. The researcher findings 

suggested that entertainment facilities in malls 

contributed to drawing traffic to Indian malls.[5] in 

their paper presented consumers satisfaction level as 

experienced by the shopping centre offer. They stated 

the relationship between shopping centre image 

attributes and the consumer satisfaction, loyalty, The 

Study results indicated specific shopping centre image 

attribute were positively related to consumer 

satisfaction and loyalty. Consumer’s intensions were 

examined regarding potential shifts in their behavior 

due to economic crisis. 

A bar code is an optical machine-readable 

representation of data related to the object to which it 
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is attached. Originally barcodes systematically 

represented data by varying the width and space of 

parallel lines, and may be referred to as linear or one-

dimensional (1D).Bar codes consist of bars and spaces 

that vary in width. The bars and spaces on a bar code 

correspond to numbers and letters that represent 

descriptive data. In 1994 Denso Wave5 started using a 

type of bar code for their robots industry. It spread 

over to the car manufacturing industry. We never 

really saw the potential that had QR Code technology. 

Unlike the standard bar code system in use today, QR 

codes are far more powerful and can contain much 

more information. While out current bar-coding 

system holds information only one-way, QR Code [6] 

holds into both vertically and horizontally. In 

comparing the current bar-coding system with QR 

Codes [7], we also note that QR Code is really about 

convenience. In order to access the information 

contain within our current barcode system, we need a 

special scanner. The type of scanner and system isn’t 

cheap. Therefore, you don’t saw them in households 

and the system’s use continues to be restricted to 

retailers and larger businesses. 

Multiple researches were made which contributed 

towards the development of what stands today as a 

solid foundation towards develop of this paper which 

marks the contribution from the previously 

conducted survey.  

 
 

 

III. METHODS AND MATERIAL  

A. ARCHITECTURE LAYOUT 

 

 
 

B. MODULES 

 

The system is divided into 3 modules which represent 

the data collection phase, the data processing and 

manipulation phase and finally the output generation 

phase. 

The primary data gathering phase begins at time 

when the customer enters the shopping mall. The 

person is allocated a unique custom generated QR 
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code wrist band to carry along and present it while 

any purchase being made during their shopping 

journey in the mall. This generated unique code 

carries the Customer data which includes the name 

details, age, contact details and other required 

attributes which are linked to the QR code. This sets 

up the base structural layout in the database for all 

the customers which visit the shopping mall.  

The customer provides the QR code for scanning at 

the indoor shop inside the mall which assigns all the 

product data to the scanned QR code. The Mall 

employee assigns the details for product(s) purchased 

by the customer along with the shop ID linked with it. 

The shop ID allows us to uniquely identify the indoor 

path and tracking data for the customer visited shops 

only where the purchase was made which generates 

the tracking data exclusively for shopping 

requirements of the customer and their pattern along 

choice of purchased products. 

 The data gathered provides the segregated data 

which includes all the history about a particular 

customer which can be accessed anytime for any 

assessment by the system admin which in this case 

will be the Mall analysts and manager. [8] 

The Data gathered from all the customers is analyzed 

by using machine learning techniques and algorithms 

to obtain the pattern of customer behavior. The 

indoor tracking data is used to determine the best 

regions which are visited by the customers visiting 

the mall.  

The graphical output is presented based upon 

multiple factors such age group, gender, amount spent, 

quantity of products, category of products purchased. 

Also, further study can be used to determine the time 

spent by customers in the shopping mall and the 

loyalty of customers based upon their purchase 

history to decide advertisement campaigns as well as 

offers for specific customers.  

 

 

C. PROCESS 

 

 
 

K-means algorithm is an iterative algorithm that tries 

to partition the dataset into K pre-defined distinct 

non-overlapping subgroups (clusters) where each data 

point belongs to only one group. It tries to make the 

intra-cluster data points as similar as possible while 

also keeping the clusters as different (far) as possible. 

It assigns data points to a cluster such that the sum of 

the squared distance between the data points and the 

cluster’s centroid (arithmetic mean of all the data 

points that belong to that cluster) is at the minimum. 

The less variation we have within clusters, the more 

homogeneous (similar) the data points are within the 

same cluster. 

 K-Means Clustering  

1. Choose the number of clusters (K) and obtain the 

data points  

2. Place the centroids c_1, c_2, c_k randomly  

3. Repeat steps 4 and 5 until convergence or until 

the end of a fixed number of iterations 

4. for each data point x_i:- find the nearest centroid 

(c_1, c_2  ... c_k) - assign the point to that cluster  

5. for each cluster j = 1..k - new centroid = mean of 

all points assigned to that cluster 

6. End 
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Abbreviation list 

Q – QR code 

D – Customer data set 

S – SQL database storage 

S` - SQL database after product data 

P – Product Purchase Data 

R – Graphical Result set 

 

Module 1: Data Collection from Customer 

Input D into S 

Check for all conditions 

If (true) 

Allocate Unique Q 

Else 

Re-enter D to S 

Generate Q 

 

Module 2: Product purchase data 

Scan Q 

If (true) 

Input P into S 

Else 

Rescan Q 

Store into S 

Generate S` 

 

Module 3: Result Generation 

Algorithm for data analysis 

Run 

K-means cluster algorithm on S`  

Input S` to Generate R 

 

IV. RESULTS AND DISCUSSION 

 

To understand and analyze the influence of retail 

store location and category on consumer’s shopping 

behavior.  

To obtain Customer data which attributes to their 

behavior of purchasing in shopping malls. 

To understand the factors that influence the buying 

behavior of consumers while shopping for products in 

organized format. 

To offer suggestion to retailers to maximize the 

service output to customers at shopping mall. 

To collect ample amount of filtered customer data for 

any future promotional and advertisement activities 

Implementation of QR identification and scanners for 

individual customer purchase tracking instead of 

RFID system and sensors. Tracking of items or 

products purchased by customer with up to 100% 

accuracy. Real-time generated unique QR-code Band 

for each customer to track data. Implementation of UI 

application portal to provide data and generate result 

in a graphical format. Increased accuracy of result to 

provide more feasible and accurate analysis of 

customer data. 

 

V. CONCLUSION 

 

This project will benefit shopping malls and 

businesses to adopt new technology and increase the 

consumer traffic. It is cost effective solution to 

medium sized business as compared to the individual 

hosted solution. This application establishes that the 

use of QR code in shopping malls can greatly 

influence fast and efficient shopping analysis pattern 

of customers. 

This enables the owners to access real time 

information about their customer product purchase 

statistics by simply scanning for their required QR 

code. Importantly, the system will enable accurate 

statistical and graphical data report and reliable data 

mining for the shopping mall on both consumer and 

product information in a organized format by the use 

of QR code technology. 
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ABSTRACT 

 

In modern technologies video tracking and processing the feed has been very essential. This processed data can 

be used for many research purposes or to express a particular output on a particular system. There are various 

methods for processing and manipulation of data to get the required output. This paint application is created 

using OpenCV module and python programming language which is an apex machine learning tool to create an 

application like this. Given the real time webcam data, this paint-like python application uses OpenCV library 

to track an object-of-interest (a bottle cap in this case) and allows the user to draw by moving the object, which 

makes it both awesome and challenging to draw simple things. 

 

Keywords:  Machine learning, OpenCV, Morphing Techniques, Human-Computer Interactions, Air Writing. 

 

I. INTRODUCTION 

 

OpenCV was launched  in  August  1999  at  the  

Computer  Vision  and  Pattern  Recognition  

conference  (and  so  turns  17  years  old  at  the  

publication  of  this  book).  Gary Bradski founded 

OpenCV at  Intel  with  the  intention  to  accelerate  

both  the  research  and  use  of  real  applications  of  

computer  vision  in  society.  OpenCV  has  nearly  

3,000  functions,  has  had  14  million  downloads,  is  

trending  well  above  200,000  downloads  per  

month,  and  is  used  daily  in  millions  of  cell  

phones,  recognizing  bar  codes,  stitching  panoramas  

together,  and  improving  images  through  

computational  photography.   

OpenCV  is  at  work  in  robotics  systems—picking  

lettuce,  recognizing  items  on  conveyor  belts,  

helping  self-driving  cars  see,  flying  quad-rotors,  

doing  tracking  and  mapping  in  virtual  and  

augmented  reality  systems,  helping  unload  trucks  

and  pallets  in  distribution  centres,  and  more—and  

is  built  into  the  Robotics  Operating  System  (ROS) 

[1].  It is  used  in  applications  that  promote  mine  

safety,  prevent  swimming  pool  drownings,  process  

Google  Maps  and  street  view  imagery,  and  

implement  Google  X  robotics,  to  name  a  few  

examples.   

OpenCV has been re-architected from C  to  modern,  

modular  C++  compatible  with  STL  and  Boost.  The 

library has been brought up  to  modern  software  

development  standards  with  distributed  

development  on  Git. Computer vision is 

an interdisciplinary scientific field that deals with 

how computers can be made to gain high-level 

understanding from digital images or videos. From 

the perspective of engineering, it seeks to automate 

tasks that the human visual system can do. OpenCV 

is a computer vision and machine learning software 

library that includes many common image analysis 

algorithms that will help us build custom, 
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intelligent computer vision applications. In this 

application frequent image feed results in video 

tracking of our particular object of interest.  

Video tracking is the process of locating a moving 

object (or multiple objects) over time using a camera. 

It has a variety of uses, some of which are: human-

computer interaction, security and surveillance, video 

communication and compression, augmented reality, 

traffic control, medical imaging, and video editing. 

 

II.   RELATED WORK 

 

Machine Learning applications are becoming an 

integral part of our life and for the surrounding 

society. Real life applications in the field of machine 

learning can improve the efficiency and consistency 

in our day to day work, by using computer vision and 

its associating algorithms and its subsequent modules 

or libraries can help us develop this type of  real life 

applications. 

OpenCV library is an open source library for building 

a machine learning architecture that can track and 

process real life data and manipulate it for a required 

set of expected output. 

Related research on various papers and its summaries 

are as follows: 

Title of the Paper is Hand Gesture Recognition its 

authors are Rafiqul Zaman Khan, Noor Adnan 

Ibraheem and the related paper’s essential aim of 

building hand gesture recognition system is to create 

a natural interaction between human and computer 

where the recognized gestures can be used for 

controlling a robot or conveying meaningful 

information. How to form the resulted hand gestures 

to be understood and well interpreted by the 

computer considered as the problem of gesture 

interaction Human computer interaction (HCI) also 

named Man-Machine Interaction. 

Title of the Paper is Gesture Controlled Computer 

its authors are S. T. Gandhe, Nikita A. Pawar, Mayuri 

S. Hingmire, Kalpesh P. Mahajan, Devshri V. Patil. 

This paper describes the method for humans to 

interact with digital world and use the computer with 

just our hand movements. The paper is based on 

image processing. The camera detects gestures and 

converts those gestures into equivalent digital 

algorithms as programmed. This paper deals with the 

controlling all operations of mouse such as right click, 

left click and movement of cursor over the desktop, 

drag and drop, snapshot, Air writing and painting 

through hand gestures. 

 

III.   PROPOSED SYSTEM 

 

The proposed system can be classified into mainly 

two steps after acquiring the input image from camera, 

videos or even an Object of Interest. These steps are: 

Extraction Method image pre-processing and Features 

estimation and Extraction [1]. 

 

 

Figure 1:  System  of  architecture. 

 

i. Extraction Method and image pre-processing: 

 

Segmentation process is the first process for 

recognizing Object of Interest. It is the process of 

dividing the input image (in this case Object of 

Interest image) into regions separated by boundaries.  

 

The segmentation process depends on the type of 

object, if it is dynamic object then the Object need to 

be located and tracked , if it is static object with no 

moving parts such as a coloured bottle cap or a pen of 

particular colour the input image have to be 

segmented only. The object should be located firstly, 
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generally a bounding box is used to specify the 

depending on the object colour and secondly, the 

object have to be tracked, for tracking the object 

there are two main approaches either the video is 

divided into frames and each frame have to be 

processed alone, in this case the object frame is 

treated as a moving OBJ(Object-of-Interest) and 

segmented, or using some tracking information such 

as shape, object colour using some filter. The common 

helpful cue used for segmenting the object is its 

colour, since it is easy and invariant to scale, 

translation, and rotation changes.  In this case a 

coloured markers which provide exact information 

about the orientation and position.  

The color space used in a specific application plays an 

essential role in the success of segmentation process, 

however colour spaces are sensitive to lighting 

changes. 

 

ii. Features Extraction 

 

Good segmentation process leads to perfect features 

extraction process and the latter play an important 

role in a successful recognition process.  

The modules of OpenCV for image processing 

applications are given below: 

CORE module contains basic data structures and basic 

functions used by other modules.  

IMGPROC module contains image processing related 

functions such as linear, non-linear image filtering 

and geometrical image transformations etc. VIDEO 

module contains motion estimation and object 

tracking algorithms.  

ML module contains machine-learning interfaces. 

HighGUI module contains the basic I/O interfaces 

and multi-platform windowing capabilities. 

Features vector of the segmented image can be 

extracted in different ways according to particular 

application. Various methods have been applied for 

representing the features can be extracted. In this 

method we have used the shape of the object such as 

object contour [2]. A contour is a closed curve of 

points or line segments that represents the boundaries 

of an object in the image. Contours are essentially the 

shapes of objects in an image. Contours are sometimes 

called a collection of points or line segments that 

overall represent the shape of the object in an image. 

 

  
Figure 2: Silhouette using contour selection 

 

iii. Proposed Algorithm: 

 

Implementation Method: 

In this machine learning application, we have 

developed code by using Python programming 

language along with OpenCV library. Main idea 

behind this algorithm is to use live feed from camera 

and process each frame. However, the algorithms will 

be implemented on defined ROI (region of interest). 

Step 1: Initialize Some Stuff 

Firstly, we import the necessary libraries. Following 

are mentioned in the image: 

 

 
 

Then we initialize variables that are used in the 

following steps. We can take any colour in this case 
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we have taken blue colour to be traced on the 

Contour-Of-Interest. 

The blueLower and the blueUpper NumPy arrays 

help us in finding the blue coloured cap. 

The kernal helps in smoothing blue cap once found. 

The bpoints, gpoints, rpoints and ypoints deques are 

used to store the points drawn on the screen of colour 

blue, green, red, and yellow respectively. 

Step 2: Setup the Paint Interface 

Now we manually set the coordinates of each of the 

colour boxes on the frame. We use the OpenCV 

function cv2.rectangle() to draw the boxes. 

Step 3: Start Reading the Video (Frame by Frame) 

Now we use the OpenCV function cv2. 

VideoCapture() method to read a video, frame by 

frame (using a while loop), either from a video file or 

from a webcam in real-time. In this case, we pass 0 to 

the method to read from a webcam. We can just add 

the exact same paint interface for ease of usage. 

Step 4: Find the Contour-Of-Interest 

Once we start reading the webcam feed, we 

constantly look for a blue colour object in the frames 

with the help of cv2.inRange() method and use 

the blueUpper and blueLower variables initialized in 

Step 0. Once we find the contour, we do a series of 

image operations and make it smooth. These 

operations are specific type of morphing techniques as 

defined below. 

 MORPHING TECHNIQUES  

Morphological transformations are some simple 

operations based on the image shape. It is 

normally performed on binary images. 

Two basic morphological operators are Erosion 

and Dilation. Then its variant forms like 

Opening, Closing, Gradient etc. also comes into 

play. We have tracked the object of interest by 

the techniques of dilation and erosion. 

 

Once we find the contour (the if condition passes 

when a contour is found), we use the center of the 

contour (blue cap) to draw on the screen as it moves.  

The code finds the contour (the largest one), draws a 

circle around it using the cv2.minEnclosingCircle 

() and cv2.circle () methods, gets the centre of the 

contour found with the help of cv2.moments 

() method. 

Step 5: Start Drawing and Store the Drawings 

Now we start tracking coordinates of each point the 

centre of the contour touches on the screen, along 

with its colour. We store these set of points of 

different colours in different deques 

(bpoints, gpoints etc.). When the centre of the 

contour touches one of the coloured boxes we put on 

the screen in Step 1, we store the points in its 

respective colour deque. 

Step 6: Show the Drawings On The Screen 

 
Figure 3:  Application GUI. 

 

We have stored all the points in their respective 

colour deques. Now we just join them using a line of 

their own colour. The OpenCV 

function cv2.line() comes in handy for us to do that.  

Once we join all the points in each and every frame 

with a line and put it on both the windows we 

created using cv2.imshow() method and it all fits 

perfectly to work like a paint application. After falling 
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out of the while loop, we entered to read data from 

the webcam, we release the camera and destroy all 

the windows hence terminating the application. 

 

 
 

Figure 4:  Algorithm. 

 

IV. FUTURE WORK 

Some examples that are being implemented in the 

near future are as follows: 

Video Processing using Android Phone: 

Mobile devices such as smart phones, iPads and tablet 

pcs are equipped with cameras, the demand of the 

image processing applications increased. These 

applications need to be faster and consumes lower 

power because the mobile device is only powered by 

a battery. The hardware technology depends on the 

semiconductor technology instead we can use an 

efficient programming language to write an image 

processing application for the mobile devices [4]. 

Robot Control: 

Controlling the robot using gestures considered as one 

of the interesting applications in this field proposed a 

system that uses the numbering to count the five 

fingers for controlling a robot using hand pose signs. 

The orders are given to the robot to perform a 

particular task, where each sign has a specific 

meaning and represents different function [16]. 

 

V. CONCLUSION 

 

Demonstration of the image  processing  capabilities  

of OpenCV. The ultimate goal is to create a computer 

vision machine learning application that promotes 

Human computer interaction (HCI) also named Man-

Machine Interaction (MMI)] refers to the relation 

between the human and the computer or more 

precisely the machine, and since the machine is 

insignificant without suitable utilize by the human 

there are two main characteristics should be deemed 

when designing a HCI system as mentioned: 

functionality and usability[5]. System functionality 

referred to the set of functions or services that the 

system equips to the users while system usability 

referred to the level and scope that the system can 

operate and perform specific user purposes efficiently.  
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ABSTRACT 

 

In this project, we will be working on to create a fully automated SEO report generator based on the guidelines 

given by the search engines (Google/Bing/ Gropher) and create an indexing chart by going through the source 

code of the given website and ranking it in aspects of performance, SEO, best practices and availability. 

The secondary objective of the project is to recommend keywords based on the given website description ( meta 

description tag from HTML file). To create the report we will need to rank the result that comes up after 

searching someone’s name or their website and categorize them into three categories Good, Bad, and Critical. 

These can be flagged to the administrator team for content removal. For categorization, we will be building 

upon the Compromise NLP engine based on the NODE JS environment. 

Keywords:  SEO, NLP, NODE JS, HTML 

 

I. INTRODUCTION 

 

The current process of SEO optimization and report 

generation is a manual process. When we search for 

their online reputation, the search result gets 

categorized based on textual context and the effect on 

one’s reputation. If they have a personal website or 

organisation’s website we go to that website and based 

on the search engine guidelines (Google/ Bing/ 

Gropher) we rank the website in various aspects. 

After collecting all the data a report is generated that 

is then delivered to the client. 

 

Pain points:  

• Manual process  

• Report Generation is a repetitive task 

• Data collection from various sources is time 

consuming  

 

Our model will fix all these issues by automating time 

consuming and repetitive tasks with the help of web 

scraping and NLP engine for contextual 

understanding.    

The system starts with this creating selenium web 

driver instances and then running them 

simultaneously to measure different aspects of 

website performance, search engine optimization 

guidelines, categorizing search results of a 

person/company name and thus does the scoring for 

one's reputation. 

 

We use the NODE environment to create the backend 

that initializes all the required systems and takes in all 

the factors that we need to work on. We also create a 

parallel puppeteer instance that will provide us with 

an headless browser interface which inturn can be 

automated by the selenium web driver. 

These systems will be self reliant and will produce a 

report in which the website will be scored for given 
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factors and then that would be re-written back to the 

document object model of the website for the users to 

see and have an option to download. 

 

II. SYSTEM  

 

Initializing all the required systems in the NODE 

environment. 

 

Selenium web driver (NPM) 

 

const webdriver = require('selenium-webdriver'); 

const chrome = require('selenium-

webdriver/chrome'); 

const firefox = require('selenium-webdriver/firefox'); 

 

let driver = new webdriver.Builder() 

    .forBrowser('firefox') 

    .setChromeOptions(/* ... */) 

    .setFirefoxOptions(/* ... */) 

    .build(); 

 

Puppeteer JS (NPM) 

const puppeteer = require('puppeteer'); 

 

(async () => { 

  const browser = await puppeteer.launch(); 

  const page = await browser.newPage(); 

  await page.goto('https://example.com'); 

  await page.screenshot({path: 'example.png'}); 

 

  await browser.close(); 

})(); 

 

Brain JS (NPM) 

var brain = require("brain.js"); 

var net = new brain.NeuralNetwork(); 

 

We use all these to initialize our system and have all 

the dependencies running. 

 

 
 

III. METHOD ANALYSIS 

 

In our method of performance testing, SEO Testing 

and ORM Testing we start by gathering required data 

using the web user interface that data is transferred to 

the server which creates multiple instances of 

puppeteer driven by selenium. 

 

Automated processing of natural language is a 

challenging problem. Systems performing various 

tasks in this domain have existed for several decades, 

but until relatively recently they were predominantly 

rule-based. They are time consuming and labour 

intensive and that is why we will go with a simpler 

and faster approach.  

 

With our approach of automation of this process we 

will be able to deliver a solution that is fast and 

reliable. 

 

Conventional approaches have proven to be tedious 

and have low accuracy rate in all aspects. Our system 

will be able to counter these challenges and provide a 

better solution. 

 

 

 

IV. CONCLUSION 
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In this we have demonstrated to create an automated 

system that can perform automated performance 

testing , SEO testing and also use an NLP engine to 

dissect whether a person or company’s reputation is 

categorically good, bad or critical. 
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ABSTRACT 

 

The aim of Voting System using Visual Cryptography is to provide facility to cast for critical and confidential 

decisions of internal corporate. It provides the flexibility of casting vote from any remote place. The 

confidentiality of the election is maintained by applying the appropriate security measures so that the voter can 

vote for any participating candidate but only if he logs into the system by entering the correct password which 

is generated by merging the two shares using Visual Cryptography scheme. The administrator is responsible for 

sending the shares, 1st share to voter email id before election and 2nd share will be available in the Voting 

System for his login during election. The voters get the secret password to cast his vote by the combination of 

share 1 and share 2 using Voting Cryptography. Phishing is an attempt by an individual or group which aims to 

get personal confidential information from unsuspecting victims. Fake websites which are looks like the 

original websites are being hosted to achieve this. Internet  voting  focuses  on  security,  privacy,  and secrecy 

issues, as well as challenges for stakeholder involvement and observation of the process. 

 

Keywords : Authentication , Visual Cryptography ,  Image captcha phishing , Phishing , Link guard Algorithm ,  

Online Voting 

 

 

I. INTRODUCTION 

 

Due to rapid increase in the internet usage, sharing of 

information on the internet has started, however they 

are unaware that the network on it they are sharing 

files is secure or not. Thus data security becomes a 

very serious issue these days [1]. Phishing 

is identified as a significant security threat known is 

phishing [2-4] every moment a new technique for 

doing fraud is being increased. Thus, the security in 

these cases should be elevated and should not be 

manageable with implementation. Now a days, most 

applications are safe with their underlying system. 

Phishing is identified as fraud that steals 

identification and personal data of people [5]. many 

information security techniques have been developed 

to protect information from hackers that includes 

Steganography, Cryptography and other encryption 

techniques .Steganography techniques is applied on 

any style of digital media like text, video, audio or 

footage. Visual cryptography and Secret Image 

Sharing are cryptography techniques that are used for 
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secured encrypting of the information like written 

materials, matter footage, and written notes etc. 

website address of ABC Corporation but it doesn’t 

take us to the legalized site. [6] In the existing system 

of phishing detection [13] there is also an approach 

where the visual cryptography is used. In this 

approach when the user first registers at the bank 

server, then at the time of registration itself an image 

is chosen that's split into two shares. One share of 

image is keep at the server and user gets another share 

that he keeps with him. When the user wants to 

initiate transaction with merchant server he sends his 

UID code to the merchant server. Merchant server 

then sends his sys Id & password along with the user’s 

UID to the bank server. once bank server gets this 

request he initial verifies if the merchant server is 

registered merchant. If so, he fetches the share of 

image associated with the precise UID code and sends 

it to the merchant server which then sends it to the 

user. once user gets the share of image he combines it 

along with his share. If user gets the primary image 

that was selected at the time of registration, then he 

gets to know that the merchant is 

authenticated, and the user can now proceed the 

transaction. One-time passwords are passwords that 

are used once and only valid for one login session or 

transactions. Banks, governments and security based 

industries deploying OTP system where user might 

have many passwords and use each password just 

once. OTPs can avoid number of shortcomings that 

are associated with traditional passwords that are 

valid for many transactions as users are reluctant to 

voluntarily change passwords frequently. Since OTPs 

are only valid for single use, an attacker has a smaller 

window of time to gain access to resources guarded by 

such a identification as a results of any previously 

taken passwords will most likely became invalid[14]. 

 

 

 

II. SECURITY ATTACKS 

 

A. IP Spoofing Attacks 

The basic protocol for sending data over the web 

network and many other computer networks is 

the Internet Protocol (IP). The first goal of an IP 

spoofing attack is to determine a connection that 

allows the attacker to gain root access to the host 

and to make a backdoor entry path into the target 

system. IP spoofing could be a technique used to 

gain unauthorized access to computers whereby 

the intruder sends messages to a computer with 

an IP address that indicates the message is coming 

from a trusted host. The attacker learns the IP 

address of a trusted host and modifies the packet 

headers so that it appears that the packets are 

coming from that trusty host. In computer 

networking, IP address spoofing or IP spoofing is 

that the creation of Internet Protocol (IP) packets 

with a false source IP address, for the purpose of 

impersonating another computing systems. 

 

B. Trust exploitation 

It refers to an individual taking advantage of a 

trust relationship inside a network. The goal of a 

trust exploitation attacker is to compromise a 

trusty host, using it to stage attacks on other hosts 

in a network. If a host in a network of a company 

is protected by a firewall (inside host), but is 

accessible to a trusty host outside the firewall 

(outside host), the inside host are often attacked 

through the trusted outside host. 

 

C. Password Attacks 

Types of Password Attacks: 

1) Non-electronic Accounts 

It is a non-technical attack that is the performed 

even without sound technical knowledge. 
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2) Active Online Attack Types: 

 

a) Password guessing: Attackers create possible 

passwords by collecting information from social 

media accounts and other online sources. 

Criminals use the default password provided by 

manufacturers to crack accounts.  

 

b) Brute-force attacks: Attackers make multiple 

attempts with possible combinations until they 

crack the account. 

 

c) Dictionary attacks : Attackers load dictionary files 

of passwords and runs it against user attacks. 

 

d) Rule based attack :Attackers load dictionary files 

of passwords and runs it against user attacks.  

 

e) Trojan/Keylogger/ Spyware: Either of these 

viruses or malware are run in the background to 

track the passwords. 

 

f) Hash injection attack :The attacker injects a 

compromised hash into a local session and uses it 

to retrieve the domain admin account hash. To 

log on to the domain controller, use the extracted 

hash. 

      

3) Passive Online Attack: 

a) Man-in-the-middle :The attacker gains access to 

the communication channel to extract 

confidential information.      

    

b) Wire-sniffing :Packet sniffer tools on the local 

area network are used to access and track the 

network traffic. 

 

c) Replay attack :Packets and authentication 

captured using a sniffer are used to extract 

relevant information, and then they are  placed 

on the network to gain access. 

 

4) Offline Attack: 

a) Rainbow table :Captured password hashes are 

compared to the precomputed tables to recover 

passwords.  

 

b) Distributed network attack :The technique is used 

to recover passwords from hashes using excess 

power of machines to decrypt passwords.  

  

c) Confidentiality and Integrity Attacks: 

Confidentiality breaches can occur once an 

attacker attempts or tries to get access to read-

sensitive information. These attacks can be very 

difficult to detect because the attacker can copy 

sensitive information without the knowledge of 

the owner and without leaving a trace. A 

confidentiality breach can occur just because of 

incorrect file protections. as an example a 

sensitive file could mistakenly be given global 

read access. Unauthorized copying or examination 

of the file would probably be difficult to track 

without having some type of audit mechanism 

running that logs every file operation. If a user 

had no reason to suspect unwanted access, 

however, the audit file would in all probability 

ne'er be examined. 

 

d) Phishing, Pharming and Identity theft 

Two of the most common ways in which thieves 

acquire personal data to help them in identity 

theft are phishing and pharming. Phishing utilizes 

bulk e-mail messages to entice recipients into 

revealing personal data. Pharmers, on the 

opposite hand, cast a wide net for the unwary. 

Identity theft continues to be a problem. In 

computing, phishing is an endeavour to 

criminally acquire sensitive information, such as 
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usernames, passwords, and card  details, by 

masquerading as a trustworthy entity. Phishing is 

usually carried out by email or instant message 

(IM),although typically phone contact is 

attempted; the phisher usually directs users to 

enter details at a web site. Phishing is an associate 

degree example of social engineering. Pharming is 

an attack aimed at redirecting the traffic of an 

website to another website. Pharming is 

conducted either by ever changing the hosts file 

on a victim computers or by exploiting a 

vulnerable Name System (DNS) server. Pharming 

has become a significant concern to businesses 

hosting e-commerce and on-line banking 

websites. 

 

e) Accessibility Attacks 

Availability means that information is accessible 

by authorized users. If an attacker is not able to 

compromise the first two elements of information 

security (see above) they may try to execute 

attacks like denial of service that would bring 

down the server, making the website unavailable 

to legitimate users due to lack of availability. DoS 

attacks attempt to compromise the availability of 

a network, host, or application. They are 

considered a major risk because they can easily 

interrupt a business process and cause significant 

loss. These attacks are relatively simple to conduct, 

even by an unskilled attacker. Botnet is a term for 

a collection of software robots, or bots, that run 

autonomously and automatically. They run on 

groups of “zombie” computers controlled by 

crackers. Among the different kinds of threats, 

there is the possibility of occurrence of phishing 

in voting systems [4],and the social phishing 

scams have to be avoided or otherwise their 

effects can be easily wide spread in an election 

process. 

The geography of phishing attacks in first quarter of 

2015 is given in figure 1 [5]. 

 

 

 

 

 

 

 

 

 

 

 

III. III.LITERATURE SURVEY 

 

Comparative study of classifiers model based features 

is shown in the table 1 

Table 1 :Analysis of literature survey 
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IV. VISUAL CRYPTOGRAPHY FOR ANTI-

PHISHING 

Recently Phishing is most popular attack. Phishing is 

a form of online identity theft that aims to steal the 

sensitive information. Phishing is done to acquire 

confidential information such as Usernames, 

passwords, and card details by disguising as a 

legitimate entity in an electronic communication. In 

this paper we have introduced a new method, which 

can be used as a safe way against phishing, which is 

named as "Visual cryptography for Anti-phishing". In 

that approach website cross verifies its own identity 

to the end users and it make a system is secure and 

authenticated as well. In this technique we used the 

concept of image processing and an improved visual 

cryptography . Visual Cryptography(VC) is a method 

of encrypting a secret image into the shares, such that 

after stacking a sufficient number of shares the secret 

image is disclosed in that method an image-based 

authentication is performed using Visual 

Cryptography  (VC).  

 The image captcha is decomposed into 2 shares that 

are stored in separate database servers ,one with user 

and one with server such that the original image 

captcha is revealed only when that  two shares are 

simultaneously stacked. Once the original image 

captcha is disclosed, the user can use it as the 

password . 

 

V. EVOLUTION OF VOTING SYSTEMS 

  There are different types of voting systems starting 

from the early days and upto the current 

technological trends. These  are explained in the 

following section.  

 

A. Paper ballot system 

Paper ballot system is the most commonly used 

method in voting system. The system was widely used 

before the invention of electronic voting 

system.Paper ballot system uses paper and stamp 

method to cast a vote. Every voter makes use of one 

ballot and it is not shared. The disadvantages in this 

system are:  

i) time consuming,  

ii) booth capture,  

iii) low count speed.  

 

B. Electronic voting system 

 An electronic voting system is a type of voting 

system which allows voters to cast their   

 confidential votes using Internet. The disadvantages 

in this system are: 

i) people poor in computer knowledge face 

difficulty in voting, 

ii) security problems,  

iii) cost.  

 

C. Online voting system 

Online voting system is the most recent used  

electronic voting system in which the voted ballot is 

transmitted over the public Internet through web  

from anywhere in the world. Security is the most 

important drawback of this system [7].  

Some major issues related to online voting system 

based on security are:  

▪ Most of the applications are giving high security 

towards the Password Security and they are not 

focusing on phishing attacks.  By phishing, 

attackers get the passwords from the client and 

they go into the relevant sites with right secret 

key.  

 

▪ There is no efficient method to safeguard the 

websites from the phisher attacks. Other than the 

given voting systems the voter can use other 

voting methods to cast their votes. 
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VI. PROPOSED ONLINE VOTING SYSTEM 

 

Taking an online voting system into consideration to 

elect the president or any other government 

authorities. Detection and prevention of Phishing 

attacks can be done using the technique as described 

in figure 2. 

 

When government is going to held  elections the 

election officer or administrator uses online voting 

system to cast vote. During this process people who 

are eligible to cast vote has to upload the password 

image, it has to move from local system to web server. 

Then the password image is divided into two shares, 

this system proposed the Visual Cryptography 

technique. Before dividing the image into two shares 

the image is first converted into Monochrome Image 

(Black and White Image). 

Given a secret image S to the user, a set P of n 

participants and a strong access structure, a Visual 

Cryptographic Scheme (VCS) for General Access 

Structures (GVCS) encodes S into n shares of 

transparencies. Modeling of minimizing the pixel 

expansion for a (k, n)-VCS into an integer linear 

program (ILP), to ensure that the constraints for 

GVCS can be satisfied. The pixel expansion of a GVCS 

can thus be minimized by solving the corresponding 

ILP. The proposed ILP is generalized for (k,n)-VCS. It 

can be applied to construct the basis matrices with the 

minimum pixel for a GVCS. The optimal pixel 

expansion of a GVCS can be acquired, especially for 

those applications that really need a GVCS with the 

smallest shares. After Image is divided into two shares 

one share has to be sent to the relevant voter through 

email, for which SMTP technique is 

used [8]. 

 

 

 
The image of text captcha is split into two shares 

namely share1 and share 2. From Figure 3, we can 

easily identify three different forms of input and 

output. Each pixel of the images is divided into 

smaller blocks. There are always the same number 

white (transparent) and black blocks. If a pixel is 

divided into two parts, there are one white and one 

black block. If the pixel is divided into four equal 

parts, there are two white and two black blocks. In 

case1 and case2, it is shown that correct images are 

formed and the captcha can be reconstructed properly 

whereas in case3, different shares are used and hence 

the captcha cannot be generated properly. 

After entering the captcha, user is allowed to cast his 

vote. In case 3, the two shares are different and thus 

the output is not the proper image captcha. Hence 

user cannot be able to enter the captcha and thus the 

user is logged out of the system. 
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For Online Voting system there are many powerful 

validations to make the voting successful. Some of 

them are: 

• Once voter has casted his vote , he is not able to 

vote again This can be accomplished by making 

his password to be expired. 

• Whenever the voter did his voting, the 

corresponding voting count of that candidate has 

to be increased. 

• Proper authentication is been provided so that the 

voters will not have unambiguous regarding the 

security of voting using online voting system. 

This can be achieved by the combined usage of 

visual cryptography and anti-phishing process. 

 

 
 

 

VII. PROPOSED ALGORITHM 

 

The previously executed algorithm has drawbacks 

which decreases the speed of process. Link Guard 

Algorithm is one such algorithm which is efficient as 

compared to SHA algorithm. Linkguard algorithm can 

detect both known and unknown phishing attacks. 

We are going to implement link guard in windows XP. 

Our experiment claimed that link guard is effective in 

detecting and preventing both known and unknown 

phishing attacks. 

 

Link Guard works by analysing the dissimilarities 

between actual links and fake links. It calculates the 

similarities of URI with a known trusted site; it 

contains some important terms they are: 

 

1. Communicator: It collects input from user and 

sends that information to analyzer. 

2. Database: It stores the user input URL’S which 

consists of Blacklist and White list. 

3. Analyzer: Analyzer is the essential component of 

link guard algorithm, all the data supplied by 

communicator and database is analysed and the 

results are shared with alerter and then to logger 

modules. 

4. Alerter: Alerter sends a warning message as soon 

as it receives results from the analyser and alerts 

the user, the alerter receives the reactions of the 

user and forwards it to analyser . 

5. Logger: All the related information is stored. 

 

VIII. ADVANTAGES 

 

1. The system which uses visual cryptography    

enhances the security level of the system. 

2. User login is safe and secure . Voters can vote 

from any place . 

3. Voter can login in to the account only if he/she 

has successfully uploaded the image share which 

is provided on their email. 

4. This system will cause voter to cast vote only 

once. 

5. If will be efficient for voters living in remote 

locations . 

6. System verifies whether the website is original or 

fake . 
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IX. CONCLUSION 

 

At present generation attacks are more in online 

systems, phishing has become major network security 

issue, leading many losses by hacking the confidential 

data that are used by the user. Phishers creates their 

own fake websites which is exactly similar to the 

original website including applying DNS server name, 

setting up web server and creating web pages similar 

to genuine 

website. So in this paper we are going to design link 

guard algorithm which is a character based. It has 

capacity to detect many attacks using APWG (anti 

phishing working group).Link guard can also be used 

for detecting the phishing attacks and also malicious 

links in web pages. With the use of Visual 

Cryptography Technique, user can be able to find out 

whether he is using fake site or original site easily. 

Proposed online voting system will be very effective 

and it will  be useful for voters and organization in 

number of ways and it will reduce the cost and time 

of voters and organisation both. 
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ABSTRACT 

 

The health care environment is found to be rich in information, but poor in extracting data from the 

knowledge. This is often due to the shortage of effective analysis tool to get hidden relationships and trends in 

them. By applying the machine learning algorithms and techniques, valuable knowledge are often extracted 

from the health care system. Malaria and Dengue fever have cluster of condition affecting the structure and 

functions of body and has many root causes. We tend to area unit exploitation Deep Learning algorithms to 

extend the accuracy of Malaria and Dengue Disease prediction System. We also expand this technique to 

research the actual area to maximum patient were health is weak based on hospital patient data with the 

assistance of clustering. It is enforced as desktop application during which user submits the heterogeneous data 

like text and image of blood cells   symptoms. It retrieves hidden information from stored database and deep 

learning model and compares the user values with trained data set. 

 

Keywords- Machine learning, Disease prediction, Area detection, Malaria, Dengue. 

 

I. INTRODUCTION 

 

Welcome to the AI for Social Good Series, where we 

will be focusing on different aspects of how Artificial 

Intelligence (AI) including with popular open-source 

tools, technologies and frameworks are getting used 

for development and betterment of our society. 

“Health is Wealth” is probably a clichéd quote yet 

very true! During this system, we will check out how 

AI are often leveraged for detecting malaria, a deadly 

disease and therefore the promise of building a low-

cost, yet effective and accurate open-source solution. 

The intent of the system is two-fold understanding 

the motivation and importance of the deadly disease 

Malaria and Dengue and therefore the effectiveness of 

deep learning in detecting Malaria and Dengue. 

Modern A  major  challenge  facing  healthcare  

organizations (hospitals, medical  centres)  is  the  

provision  of quality  services  at affordable costs.  

Quality service implies identification of diagnosing 

patients correctly and administering treatments that 

are effective. Poor  clinical  choices will lead  to  

disastrous    consequences which  are  therefore  

unacceptable.  Hospitals must also minimize the value 

of clinical tests.  They  can  achieve  these results by  

using acceptable  computer-based  information  

and/or  decision support  systems. Most  hospitals  

nowadays use employ  some  sort  of  hospital  

information  systems  to  manage  their  healthcare  or  

patient  data.   
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II. PROBLEM STATEMENT 

 

Dengue and malaria fever could be a major drawback 

in several developing countries, including India. For 

dengue patient monitoring, platelet count is 

significant to make sure early treatment so as to stop 

disease complications. In primary health care centres 

platelet counting is usually performed manually, 

which is labour intensive and needs an intimate with 

laboratory technician. Another method used, is that 

the Advia hematology analyzer, which is extremely 

expensive, not affordable for rural and remote areas. 

To deal with the present day challenges, developed an 

automatic approach for the detection of dengue and 

malaria using the blood cell images based on machine 

learning, along side the symptoms helps in assisting 

the detection of dengue fever and malaria.  

 

III. LITERATURE SURVEY 

 

Alif Bin Abdul Qayyum, Tanveerul Islam, Md. 

AynalHaque [1] Proposed three different dilation 

approaches were used among which Fibonacci series-

wise dilated CNN model performed best altogether 

metrics like accuracy (96.05%), precision (95.80%), 

recall (96.33%) and F1 score (96.06%) while working 

with a dataset of 27,558 cell images. 

 

Feng Yang*, MahdiehPoostchi, Hang Yu, Zhou Zhou, 

KamolratSilamut, Jian Yu, Richard J Maude, Stefan 

Jaeger*, Sameer Antani[2] This work investigates the 

likelihood of automated malaria parasite detection in 

thick blood smears with smart-phones.   

They developed the primary deep learning 

methodology which will detect malaria parasites in 

thick blood smear images and might run on smart-

phones. 

 

WanchaloemNadda, WarapornBoonchieng, and 

EkkaratBoonchieng [3] Proposed. In this research 

they use machines to classify patients as dengue and 

non-dengue patients. They used the text of symptoms 

of the patients for input data. They used the dataset is 

that the treatment data from the patients with fever, 

cold, flu, pneumonia, and Dengue from the hospital. 

 

Octave Iradukunda, HaiyingChe, JosianeUwinez, Jean 

Yves Bayingana, Muhammad S Bin-Imam, Ibrahim 

Niyonzima [4] During this paper, an appropriate 

model is designed to detect malaria with accuracy. A 

single hidden layer feedforward neural networks 

methodology namely extreme machine learning(EML) 

model was applied to classify and predict whether a 

patient has been suffering from by malaria or not. 

 

Abhas Dhaka. Prabhishek Singh [5] To implement 

this epidemic system four algorithms are used namely 

Random Forest Regression, Decision tree regression, 

Support vector regression,   Multiple linear regression. 

 

IV. PROPOSED SYSTEM 

 

A. System Architecture: 

 
Fig 1. System architecture 

 

The people are affected by various diseases like 

Dengue, Malaria. This information is collected from 

the various hospitals and therefore the analysis of data 

is completed and prediction of some diseases are often 
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made. This technique gives the prediction as per 

locality of the area. 

 

B. Description: 

 

Module 1: 

During  this system we tend to notice the malaria and 

dengue diseases based blood cell dataset and apply 

image processing with the help of machine learning 

technique. 

Module 2: 

After that we collect the patient data from every 

hospital in especially area for identify the exactly 

which area disease will spread out more based on 

clustering algorithm.  

Model 3: 

Here offer the module for detecting diseases based on 

symptoms. 

 

V. CONCLUSION 

 

A robust and novel method by using machine 

learning for diagnoses malaria and dengue has been 

implemented during  this paper. By using this method 

we obtain the less than 60 seconds time to offer 

diagnosis as compared to other clinical laboratories. 

The prediction algorithm rule is design to predict the 

area in danger zone of particular disease by 

considering the locality from the database to calculate 

the results. The results need to be the same as the 

Python output, also as keeping to a suitable processing 

speed and duration. The research will focus on the 

benefits it can provide for the successful diagnosis of 

malaria, dengue and therefore the supportive 

treatment. The system prediction is extremely 

important within the awareness about the viral 

disease spreading within the locality as people get 

alerted by the system about any particular disease in 

order that they take precautions about that. 
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ABSTRACT 

 

Nowadays, many people are using smartphone with many new applications i.e., technology is growing day by 

day. A chat bot has information stored in its database to identify the sentences and making a decision itself as 

response to answer a given question. The college enquiry chat bot will be built using algorithm that analyses 

queries and understand user’s message. This chat bot is implemented using RASA. Rasa is an open-source 

framework for building AI bots which consists of two components: Rasa NLU and Rasa core. Rasa core is the 

component which handles the dialog engine for the framework and helps in creating more complex chatbots 

with customization. Rasa’s NLU helps the developers with the technology and the tools necessary for capturing 

and understanding user input, determining the intent and entities. To design a College Enquiry Chatbot for 

Students to solve their quires within few minutes. Hardware requirements are i3 processor-based computer and 

2GB-RAM. Software requirements include Rasa and Python 3.6 or higher. The aim is to implement a chatbot 

which can resolve student’s queries, search the result for query and give the solution. The chatbot will handle 

the queries, ultimately reducing the human effort. 

 

Keywords: Artificial Intelligence, Database, Intelligence Machine. 

 

I. INTRODUCTION 

 

Nowadays, we see the chat bots everywhere Chat bots 

are the source of answers to the users questions in any 

particular domain where it is operating. Chat bots are 

the source of answers to the users questions in any 

particular domain where it is operating.  

To compete with the best Frameworks like Google 

Dialog Flow and Microsoft Luis, RASA came up with 

two built features NLU and CORE. 

RASA NLU handles the intent and entity. Whereas, 

the RASA CORE takes care of the dialogue flow and 

guesses the “probable” next state of the conversation. 

Unlike Dialog Flow, RASA does not provide a 

complete user interface, the users are free to 

customize and develop Python scripts on top of it. 

In contrast to Dialog Flow, RASA does not provide 

hosting facilities. The user can host in their own 

sever, which also gives the user the ownership of the 

data. 

The need for college enquiry system arises due to 

various reasons which include: the slow nature of 

college website, an outsider would not know where to 

search for a particular piece of information, difficult 

for the person outside college’s domain to extract 

information. The smart solution for all the drawbacks 
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lends to the need of the system. The college inquiry 

system will provide the response by summarizing the 

query and then output answers, it also provides 

selective information what the user wants. A college 

system will dispense all answers relating to domains 

such as admission, examination cell, notice board, 

attendance, placement cell and other miscellaneous 

domains. 

 

Contribution: 

In this paper, we proposed the method in which we 

can get the answer to the query given by the student . 

The algorithm presented here is extended by previous 

works by [1],[2],[3]. 

Our contribution works, compared to previous work 

can be summarized as: In our system we will compare 

the query in our database and then give the output to 

the user.  

 

Structure:  

This paper is organized as follows: Section 2 presents 

Related Work. Section 3 summarizes our Proposed 

Work which consists of our base algorithm  which 

presented in [1],[2],[3]. We will evaluate our methods 

& compare with existing work in Section 4 as 

Experimental Setup & Results. Finally, in Section 5 

we conclude and present suggestion for future work. 

 

II. RELATED WORK 

 

Conversional assistants are becoming integral part of 

daily life. Rasa Core and Rasa Natural Language 

understanding (NLU) are easy to use tools for building 

conversational systems. Rasa is an essential set of tools 

for building more advanced and efficient AI 

assistants/chatbots.[1][2] 

Rasa is an open-source framework for building AI 

bots. Rasa open-source framework consists of two 

components: - Rasa NLU and Rasa core. Rasa 

recommends using both Rasa NLU and core.[4][5][6] 

 

Jayesh Gangrade et al. proposed a 

Customer Support Chatbot Leveraging Machine Learn

ing in which it can be seen that rasa core features like 

slots, forms, supervised interactive learning, API 

integration, and database makes it a complete 

framework that can be used to perform highly 

complex tasks. The chatbot based on rasa has more 

capabilities than any open-source alternative.[1] 

 

Hiral Paghadal et al. proposed Implementation 

of a Chatbot System using AI and NLP in which Chat 

bots are basically used for information acquisition.  

It can run on the local PCs and mobile phones, 

though most of the time it is accessed through the 

internet.  

It can be compelling, captivating and spell-bounding.  

It is a conversational agent which interacts with users 

in a certain domain or on a particular topic with input 

in natural language sentences [2] 

 

III. PROPOSED SYSTEM 

 

Fig :1 - Proposed System 

 

 

http://www.ijsrst.com/


International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 5 | Issue 8 

 

© 2020 IJSRST | Print ISSN: 2395-6011 | Online ISSN: 2395-602X | Published : 18/12/2020 - 210-215 

 

 

 

 

 
212 

Admin:  

Add Student: The Admin adds the student and the 

password is generated by the system and sent to the 

students Mail Id. Add Course: The Admin is allowed 

to add the Course and its Subjects semester wise. Add 

Timetable: The Admin is allowed to add the timetable 

for the course semester wise in the form of an .jpg 

Add Schedule: The Admin is allowed to add the 

Schedule for the course semester wise in the form of 

an .jpg Add Booklet: The Admin adds the booklet 

limited to a pdf file only. Add Test Solutions: The 

Admin adds the test solutions limited to a pdf file 

only. Add Vide Links: The Admin adds the video 

links which is a URL. 

Add Weekly Marks: The Admin adds weekly marks; 

weekly marks are not subjecting wise and out of 25. 

Add PT1/PT2: The Admin is responsible to add the 

marks for PT1 and PT2 which are subject wise out of 

25. 

Add College related information e.g., Events, 

workshop doc, photos, branch info with photos. 

Which is useful for represent college. Student: 

Student  

Login: The Student is allowed to login into the App 

with password sent to his/her email Id and is 

remembered once logged In. View Timetable: The 

student can check timetable limited to only his/her 

course and semester, it's an Image and can be pinch 

zoomed. View Schedule: The student can check 

Schedule limited to only his/her course and semester, 

it's an Image and can be pinch zoomed.  

View Booklet: The Student can see a list of the 

booklets limited to his/her course and semester which 

are viewed by default by Google docs. View Test 

Solutions: The Student can see a list of the test 

solutions limited to his/her course and semester 

which are viewed by default by Google docs. View 

Video Links: The Student can checkout video links 

which are directed to the dedicated web link. View 

Weekly Marks: The Student can see his weekly marks 

and the marks are displayed as a Bar Report. 19 View 

PT1/PT2: The Student can see his marks in the form 

of 2 reports namely Line Chart and Pie Chart. Line 

Chart is divided into 3 fragments (Highest, Average 

and Students Marks) to help the student with his 

progress and rank Pie Chart shows only the students 

marks. University Link: The link is redirected to the 

Web. Text to Speech: The bot also speaks out the 

answer. (if student have any query student write 

query in text view and android app answer it in voice 

and also text format.) View College related 

information e.g., Events, workshop doc, photos, 

branch info with photos. Which is useful for 

represent college.  

Parent: Parent  

Login: The Parent is allowed to login into the App 

with password sent to his/her email Id and is 

remembered once logged In. View College related 

information e.g., Events, workshop doc, photos, 

branch info with photos. Which is useful for 

represent college. View Marks: The Parents can see 

his/her child marks and the marks are displayed as a 

Bar Report. 

 

Proposed Algorithm: 

The proposed methodology makes use of both 

qualitative and quantitative perspectives, and includes 

a broad array of approaches such as literature reviews, 

expert opinions, focus groups, and content validation. 

The proposed system will have the following modules: 

A] Online Enquiry:  

Students can enquire about facilities and query 

related to exams, academics, fee structure, etc. 

Students can also ask questions related to placement 

activities. 

 

B] Online Chatbot: 

The result can be showed in the form of images and 

card format or in text format. The query will be 

answered on the basis of questions asked and the 
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language model built and also the response media 

created. Users that want to enquire about the college 

at the time of admission or any competition held in 

the college can query to the chat-bot. 

 

Given below is the system architecture of this chat-

bot: 

 
Fig :2 - System Architecture 

The basic algorithm that will be implemented for 

working of this proposed system is as follows: 

Step 1: Start. 

Step 2: Get the input query from the user. 

Step 3: The query is pre-processed. E.g. suppose there 

is this query “what are the project domains for 

CSE fourth year major projects.” So, we are 

going to remove these stop words like “are”, 

“the” using pre-processing technique. 

Step 4: Fetch the remaining keywords from the query. 

Step 5: Match the fetched keywords with the 

keywords in Knowledge base, and provide an 

appropriate response. 

Step 6: Further the Database module is used to call 

proper services using entity information to 

find proper data. 

Step 7: The keywords will be matched with the help 

of keyword matching algorithm. 

Step 8: It returns the query response to the bot. 

Step 9: Chat-bot packages the data into proper 

response for display by the client. 

 

DATA FLOW DIAGRAM 

 
Fig:3 - Data Flow Diagram 

 

IV. Experimental Evaluation 

 

Based on the databases, python dependencies need to 

be installed. Its configuration is defined in endpoints. 

The data needed to be fetched from the database, this 

processing can be done using set of defined actions. 

An instance of connection on which cursor is defined, 

is used to execute the query. Based on the result from 

database, the response is given to end user.[1] 

 

From the study it can be seen that rasa core features 

like slots, forms, supervised interactive learning, API 

integration, and database makes it a complete 

framework that can be used to perform highly 

complex tasks. The chatbot based on rasa has more 

capabilities than any open-source alternative.[2] 

 

Further, in this paper, internals of rasa have been 

modified to carry out custom data logging of client IP 
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and port. All internals and custom action have been 

studied which further states that rasa is a complete 

open-source framework for the development of 

chatbots and for the developers who don’t want to dig 

into the internals of natural language processing. The 

future scope of this study, voice and face recognition 

engines can be integrated for more complex task like 

ATM cash withdrawal. Performance may be 

enhanced with use of various learning procedures of 

machine learning. 

 

Result:  

To analyse users queries and understand users' 

message. To provide an answer to the query of the 

user very effectively. It also helps to save the time of 

the user since s/he does not have to personally go to 

the college for inquiry.  

This system will help the student to be updated about 

the college activities. The system will reply using an 

effective GUI which implies that as if a real person is 

talking to the user. College admission related queries 

could be answered through it.  Viewing user profiles 

and retrieves attendance and grade/ pointers.  

College students can get information about 

examinations to be held. College students can fetch 

particulars about placement activities. 

 

V. CONCLUSION 

 

The goal of the system is to help the students to stay 

updated with their college activities. Artificial 

Intelligent is the fastest growing technology 

everywhere in the world, with the help of Artificial 

Intelligent and Knowledgeable database. We can 

make the transformation in the pattern matching and 

virtual assistance. This system is developing chat bot 

based on android system so with the combination of 

Artificial Intelligent Knowledgeable database and 

virtual assistance. We can develop such chat bot 

which will make a conversion between human and 

machine and will satisfy the question raised by user. 

The main motive of the project is to reduce the work 

load on the college's office staff and reduce the 

response time to a user's query. 
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ABSTRACT 

 

Hospitals  attempt  to collect feedback from the patients to study their sentiment towards their services and 

facilitates provided by the hospitals to improve their environment. In present scenario feedbacks are taken in 

written form and are not truly maintained by hospital staff , and this technique does not reveal the true 

sentiments of the patients ,but this SER feedback provides a chance to highlight certain aspects. In this paper, a 

method has been proposed for emotion  recognition by speech based on speech features and speech 

transcriptions,  such as Spectrogram, Mel-Frequency Cepstral Coefficients (MFCCs) ,helps to retain emotion 

related low level characteristics in speech where as text helps capture semantic meaning both of which help in 

different aspects of emotion detection. 

 

Keywords: Speech Emotion Recognition, SER, Speech Transcriptions, Speech Features . 

 

 

 

I. INTRODUCTION 

 

Feedback is an event that occurs when the output of a 

system is used as input back into the system as part of 

a chain of cause and effect. Feedback plays an 

important role in hospital by helping to adopt new 

knowledge and prevent repetitive mistakes.  Feedback 

is a process which helps the organization to  monitor,  

evaluate,  and  regulate  the  overall  working 

environment.  Good  feedback  practice  provides 

useful information  to  the  organization  in  

improving  the teaching and learning experience. 

Traditionally feedback in hospital is filled out 

manually through forms due to which patients pay no 

attention about filling the form seriously. Also this 

process is time-consuming and very tedious job. Their 

might be also duplications of data and the information 

entered maybe false or misleading . There are many 

chances to lose data. Hospital might try to maintain 

only the positive feedback for its reputation , and this 

might be misleading to the people. This paper focuses 

on generating Patient feedback that takes voice as an 

input, analyze it using Speech Emotion 

Recognition(SER) & conveys us the feedback of the 

patients through their emotions. Also it generates 

ratings through feedback such as 

Excellent ,satisfactory , non- satisfactory, need 

improvement etc. 
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Emotion Recognition using speech(SER) 

 

▪ Speech is the most important feature 

communication tool . 

▪ It is a biometric feature like fingerprint and 

carries the emotional state of the speaker.  

▪ Therefore, speech data extracted from real talks 

may result more realistic emotional features than 

textual data. 

 
Fig1. Speech Emotion Recognition 

 

▪ Speech Emotion Recognition (SER) systems is a 

collection of methodologies in which speech 

signals are classify and process to detect the 

emotions. 

 

▪ Applications of SER 

 

▪ Human communication with machine 

▪ Psychological  consultation 

▪ Patient  care 

▪ Call centers 

 

▪ Objective:  

 

▪ To automate the work of taking the feedbacks 

of patients. 

▪ To simplify the task of Patients. 

▪ To efficiently organize the feedback record. 

▪ To reduce errors and duplication of records. 

▪ To maintain True data 

 

 

 

 

II.  LITERATURE SURVEY 

 

Sr. 

No 

Paper Remarks   

1.   Review on 

Emotion 

Recognition using 

Speech  

features of speech 

can be used to identify 

the difference between 

several emotional 

statements 

2. Speech Emotion 

Recognition using 

deep learning. 

Some of the 

classifications 

algorithms like  K-NN, 

Random Forest are 

used to classify 

Emotions 

3. Deep Learning 

Based Emotion 

Recognition system 

using Speech 

features and 

Transcriptions 

Transcription and 

Speech Features such 

as Spectrogram and 

MFCC help to retain 

the Emotion. 

 

 

III. PROPOSED METHOD 

This paper focuses on speech features and speech 

transcriptions such as Spectrogram and MFCC, which 

together provide low-level features required  and the 

necessary semantic relationships to classify among 

different emotions correctly.  

We perform experiments on both speech features and 

speech transcriptions individually and also together, 

which gives us greater accuracies than the previous 

methods. Various combinations of data has been used 

as  inputs in different Deep Neural Network(DNN) 

architectures, the details of architectures is show 

below. 
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1. CNN model based on transcriptions (Model 1) 

Transcription is a printed or written version of 

something. Speech transcriptions is transcribes a 

spoken audio into text and returns block of text with 

its semantic meaning for each portion of the 

transcribed audio.  

Speech transcriptions  plays an important role in 

recognising emotions using speech. It is necessary 

because because it is hard to know the context in 

which this word has been used.  

For e.g. 

 “good”-can have positive meaning. 

            -can be used in sarcastic way. 

The CNN model described in this section takes speech 

transcriptions, in the form of word embeddings, as 

input to detect emotion. CNNs can directly be applied 

to word embeddings without prior information on 

their semantic contexts. This strongly suggests that 

language can be interpreted as a signal no different 

from other signals.  

A word embedding is trained representation for text 

where words that have similar meaning have a same 

representation.They are distributed representation of 

text that is one of the key breakthroughs for the 

impressive performance of deep learning methods on 

challenging natural language processing(NLP) 

problems.  

 
Fig 2. Transcriptions–based on CNN model 

The architecture of the Transcription-based CNN 

model as shown in the fig 2 is used in this paper for 

our purpose.  

Transcription sequences (embedded vectors), which 

given as an input to this model, are convolved with 

kernels of different sizes. The utrmost number of the 

words in any given utterance has been set to 128, 

which covers entirety of the IEMOCAP dataset. One 

feature from each of the different convolutional 

layers is picked by the max-pool layer. These features 

are fed to the single FC layer of our model. Finally, a 

softmax layer is used to perform classification. We 

experimented with batch-normalization, a technique 

which helps prevent the model from over-fitting and 

also from being too sensitive to the initial weight, and 

also varied dropout rates from 0.25 to 0.75. An 

improvement in convergence rate is also observed 

with the use of batch-normalization. 

 

2. CNN model based on speech features (Model 2) 

Spectrograms and MFCCs are commonly used to 

represent speech features. 

Spectrogram: 

A spectrogram displays signal strength over time at 

the various frequencies present in a waveform. 

Spectrograms can be two-dimensional graphs with a  

third variable represented by color, or three-

dimensional graphs with a fourth color variable. 

 

 

Fig 3. Spectrograms 
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Fig 3 represents different spectrogram for the 

different pitch or for different Emotions.  

The obtained Spectrogram magnitudes are then 

mapped to the Mel-scale to get Mel-spectrograms. 128 

Spectrogram coefficients per window are used in this 

model. The Mel-frequency scale puts emphasis on the 

lower end of the frequency spectrum over the ones 

which are higher , which imitates the perceptual 

hearing capabilities of the humans. Along with the 

parameters mentioned above , we have used “librosa” 

python package to compute the mel-spectrograms.

 

Fig 4 Spectrogram/MFCC based CNN model 

Fig. 4 explains the 2D CNN architecture which is used 

to detect emotion using Spectrograms . A set of 4 

parallel-2D convolutions are applied on the 

Spectrogram to extract speech features. The input 

shape of the Spectrogram image is 128 x 256 (number 

of Mel’s x number of windows). 200 2D-kernels are 

used for each of the parallel convolution steps. 

Figuring out the optimal kernel size is a difficult and 

time taking task, which may depend on several 

factors all which cannot be clearly defined. To 

prevent choosing one single kernel size that could 

possibly be sub-optimal we decided to use kernels of 

different sizes, each of which is fixed for a single 

parallel path, so that we can take advantage of the 

different patterns that are chosen by each of the  

kernel. The sizes of each of the kernels in their 

respective parallel CNN paths are 12 x 16, 18 x 24, 24 

x 32, and 30 x 40. The features generated in the said 

convolution layers are then fed to their respective 

max-pool layers, which extracts 4 features from each 

filter as the pool size is exactly half along the width 

and height of the convolution output. The extracted 

features are fed to the Fully Connected (FC) layer. 

This model makes use of two FC layers of sizes 400 

and 200. Batch normalization is applied to both the 

FC layers. We experimented with dropout rates 

varying between 25% and 75% for the first FC layer 

but excluded it completely from the second FC layer. 

3. Combined CNN model based on both speech 

transcriptions and speech features(model3) 

A text-based CNN model fails to capture the low-level 

features of speech signals and due to which it cannot 

achieve a very high emotion detection accuracy. As 

mentioned above the combined Spectrogram and 

MFCC based CNN model achieves an improvement of 

4%  over existing state-of-the-art methods. The 

combined Text-MFCC model performs even better 

and beats the benchmark class. 

 

Fig5. Combining Speech features and spectrogram 

 

In Model 3 the Spectrogram channel consists of 4 

parallel 2D-CNN layers with kernels of different sizes. 

MFCC channel also consists of 4 parallel 2D-CNN 

layers as compared to the Spectrogram channel. 

Outputs from Spectrogram and MFCC channels are 

fed to one FC layer each. The outputs of both the FC 
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layers, after normalization, are concatenated and fed 

to the 2nd FC layer. The final step is to feed the 

outputs of the last FC layer to a softmax layer.  

 

IV. ARCHITETURE DIAGRAM 

 
Fig 6. Architectural Diagram 

 

V. DATASET 

 

We are using IEMOCAP dataset [14] for proposed 

method.  The IEMOCAP dataset consists of five 

sessions from both scripted and spontaneous act. From 

total 9 categories of emotion, only 3 emotion 

categories are used i.e. anger, excitement, neutral and 

sadness. 4936 out of 10039 turns is the total number of 

utterance used. The distribution of utterances for each 

class is almost identical to make the dataset balance. 

From many modalities, only speech and text are used 

on this research. Speech signals which are present in 

the dataset are processed at sampling rate of 16kHz  

with average length 4.5s. and for the text, average 

words per turn is 11.4 words while longest utterance 

has 554 words. Text and speech not aligned when it is 

processed for feature extraction. The processing for 

both modalities is performed independently and 

simultaneously through its networks. 

 

 

 

VI. CONCLUSION 

 

Therefore, in this paper multiple CNN based 

architecture have been proposed which includes 

speech features and speech transcriptions . model 1 

provides greater accuracy , which then later improves 

greater accuracy when it is combined with model 

2 .The  model 3 which include both speech 

transcriptions(model 1) and speech features(model 2) 

results in an overall emotion detection accuracy 

greater than previous model by 7% , that is 76.10%. 

The proposed model can be used to detect emotions of 

the patients based on their feedback using speech. 
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ABSTRACT 

 

An automating the task of scoring subjective answer is considered. The goal is to assign score which are 

comparable to those of human score by coupling AI technologies . In this process involves many image level 

operation i.e. removal of pre-printed matter , extraction and segmentation of words. Scoring is based on 

machine learning of parameter and natural language processing. System checks answer and score as good as 

human being. We present an Answer Sheet Checker based on Textual Entailment and Question Answering. 

The important features used to develop the Answer Sheet Checker System are named Entity Recognition, 

Textual Entailment, Question-Answer type Analysis and Chunk Boundary and Dependency relations. 

Separate Answer Sheet Checker modules have been developed for each of these features. We first combine the 

question and the supporting text to check the entailment relations as either “VALIDATED” or “REJECTED”. 

Once the user enters his/her answers the system then compares this answer to original answer written in 

database and allocates marks accordingly. The system requires you to store the original answer for the system. 

This facility is provided by the Admin. The admin may insert questions and respective subjective answers in 

the system. When a user takes the test he/she is provided with questions and areas to type his answers. The 

purpose of this system is to automate the old fashioned manual system and introduce automatic evaluation of 

marks in much faster and accurate way. 

 

Keywords - Data-mining, Stop word Selection, Text Classification, Stemming Algorithm and Stripping 

Algorithm. 

 

I. INTRODUCTION 

 

The answer sheet is widely used for student 

performance in exam in school and college .The main 

approach is to evaluation is efficient and reliable. An 

automatic answer sheet checker checks the answer 

sheet and written mark as similar to human 

being .This software is built to check the subjective 

answer. The system consist of in build artificial sensor 

that verify answer and allocate marks according as 

good as human being accessing large number of 

handwritten answer sheet is relatively time 

consuming task there is an intense need of speed up 

and enhance a process of rating handwritten words 

while maintaining cost effectiveness .It is relatively 

inexpensive answer written by hand .The primary 

means of testing the student on state assessment of 

reading compression motivation of these system is 
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mainly always we have seen the online OMR sheet 

checker or objective answer sheet checker but the 

main goal is to develop subjective answer checker. 

Artificial Intelligence is an ability to design smart 

machines or to develop self- learning software 

applications that imitate the traits of the human mind 

like reasoning, problem-solving, planning, optimal 

decision making, sensory perceptions etc. 

Contribution: 

In this paper, we proposed the method in which the 

Examiners get bored by checking many answer sheets, 

hence the system reduces their workload by 

automating the manual checking process accurately. 

The system calculates the score and provides results 

instantly. It removes human errors that commonly 

occur during manual checking. The purpose of this 

system is to automate the old fashioned manual 

system and introduce automatic evaluation of marks 

in much faster and accurate way. 

Structure: 

This paper is organized as follows: Section 2 presents 

Related Work. Section 3 summarizes our Proposed 

Work which consists of our base algorithm which 

presented in [1],[2],[3]. We will evaluate our methods 

and compare with existing work in Section 4 as 

Experimental Setup and Results. Finally, in Section 5 

we conclude and present suggestion for future work. 

 

II. RELATED WORK 

 

1] “Case Based Modeling of Answer Points to 

Expedite Semi-Automated Evaluation of 

Subjective Papers” paper is proposed by Chhanda 

Roy , Chitrita Chaudhuri. In this paper the 

primary goal of this paper is to propose a 

framework, where textual papers set for 

subjective questions, are supplemented with 

model answer points to facilitate the evaluation 

procedure in a semi-automated manner. The 

proposed framework also accommodates 

provisions for reward and penalty schemes. In the 

reward scheme, additional valid points provided 

by the examinees would earn them bonus marks 

as rewards. 

2] “Automatic answer sheet checker” paper is 

proposed by Gunjal M.S , Sanap K.N , Sable R.G , 

Nannaware P.S, Ghuge R.B. In the paper an 

automating the task of scoring subjective answer 

is considered. The goal is to assign score which 

are comparable to those of human score by 

coupling AI technologies .In this process involves 

many image level operation i.e. removal of pre 

printed matter , extraction and segmentation of 

words. Scoring is based on machine learning of 

parameter and natural language processing. 

System checks answer and score as good as human 

being. 

3] “Automatic Answer Validation System on 

English Language” paper is proposed by Partha 

Pakray, Santanu Pal, Sivaji Bandyopadhyay. In 

this paper an Answer Validation System (A V) 

based on Textual Entailment and Question 

Answering. The important features used to 

develop the A V system are Named Entity 

Recognition, Textual Entailment, Question-

Answer type Analysis and Chunk Boundary and 

Dependency relations. Separate A V modules 

have been developed for each of these features. 

We first combine the question and the answer 

into Hypothesis (H) and the Supporting Text as 

Text (T) to check the entailment relation as either 

"VALIDA TED" or "REJECTED". The important 

lexical features used for the Textual Entailment 

Module in the present system are: WordNet based 

unigram match, bigram match and skip-gram. The 

results obtained from the four answer validation 

modules are integrated using a voting technique. 

Evaluation scores obtained on the AVE 2008 test 

set show 67% precision for "VALIDATED" 

decisions. 
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III. PROPOSED WORK 

 

Working: 

Online examination is the use of the Internet for 

examination activities, or we can say, it is the process 

by which a student learns via the Internet with the 

help of a subject expert or an examination. How it 

works? This examination technique involves use of 

several web- based programs to achieve its goals. 

Some of these programs or applications are email, an 

instant messaging, online whiteboards, etc. An 

automatic answer checker application that checks and 

marks written answers similar to a human being. This 

software application is built to check subjective 

answers in an online examination and allocate marks 

to the user after verifying the answer. The system 

requires you to store the original answer for the 

system. This facility is provided to the admin. The 

admin may insert questions and respective subjective 

answers in the system. These answers are stored as 

notepad files. When a user takes the test he is 

provided with questions and area to type his answers. 

Once the user enters his/her answers the system then 

compares this answer to original answer written in 

database and allocates marks accordingly. Both the 

answers need not be exactly same, word to word. The 

system consists of in built artificial intelligence 

sensors that verify answers and allocate marks 

accordingly as good as a human being. The system 

will consist of the following elements: Login: The 

proposed system will have two login facility: User 

login: The user login is the login allocated for the 

students. As soon as you click the student login 

button you will be asked to enter login id and 

password. The system will check for the id and 

automatically display students name, email id and 

phone num for verification. The user login will be 

able to write answers with respect to the question 

uploaded. The system will show marks scored as soon 

as you enter the next button Admin login: The admin 

login will let the teacher’s login. The admin login’s 

each user will have his own password and id through 

which they can login in. The admin can add subtract 

questions, check for students marks and so on. Just 

like the teachers can do manually. Answer checking: 

Suppose the question is “who is hitler?” Case 1: Was a 

cruel ruler found the narzi party. In this case the 

anwer will get 10 points for correct answer Case 2: 

Was a cruel ruler. Found the BJP. In this case the 

statement 1 is right and 2 is wrong so will be given 5 

points out of 10 as only half of the answer is correct. 

Thus depending on answers the points of the answers 

will be set by the admin. 

  
 Fig 1. Activity Diagram for Admin and Student. 

 

Proposed Algorithm: 

1] Key word search algorithm: A search algorithm is 

an algorithm that retrieves information stored 

within some data structure. Data structure can 

include linked list, array, search tree, hash table 

or various other storage methods the appropriate 

search algorithm often depends on the data 

structure being searched. Searching also 

encompasses algorithm that query the data 

structure such as SQL SELECT command. Search 

algorithm can be classified based on their 

mechanism of searching. Linear search algorithm 
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check every record for the one associated with 

target key in a linear fashion. Binary search repeat 

target the center of the search structure and 

divide the search & digital search algorithm. 

Hashing directly maps keys to record based on a 

hash function. searches outside of a linear search 

require that the data be sorted in some way. 

Search functions are also evaluated on the basis of 

their complexity or maximum theoretical runtime. 

Keyword search: Keyword search is the most 

popular information discovery method because 

the user does not need to know either a query 

language or the underlying structure of the data. 

The search engine are available today provide 

keyword search on top of sets of document when 

a set of keyword is provided by the user search 

engine return all document that are associated 

with these keywords. Typically two keyword & a 

documents are of associated with keywords are 

contained in the document & their degree of 

associatively is often distance from each other. 

Keyword research is a practices search engine 

optimization professionals use to find & research 

actual search terms that people enter into search 

engine optimization professional research 

keyword which they use to achieve better 

ranking in search engines. 

2] Stemming Algorithm: It is the process for 

removing the commoner morphological & in 

flexional ending from words in English. It is main 

use is as part of a term normalization process that 

is usually done when setting up information 

retrieval system. Stemming refers to the process 

of removing affixes (prefixes & suffixes) from 

words. In the information retrieval context, 

stemming is used to conflate word from to avoid 

mismatches that may undermine recall. As a 

simple example consider searching for a 

document entitled “How to write” if the user 

issues the query “writing ” there will be no match 

with the title .however if the query is stemmed so 

that “writing ”becomes ”write” then retrieval will 

be successful. Stemming is the process of finding 

the route word. 

Given below is the System Architecture of this 

Automatic Answer Sheet Checker: 

 

 
Fig 2. System Architecture 

 

DATA FLOW DIAGRAM 

 
Fig 3. DFD Level 1 

 

 
 

Fig 4. DFD Level 2 
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IV. Experimental Evaluation 

 

Based on the databases, Artificial Intelligence needs to 

be installed. Incorporating AI into complex systems 

poses numerous challenges to traditional test and 

evaluation methods. As AI handles varying decision 

levels, it needs conference to ensure testable, 

repeatable and auditable decisions. Additionally, we 

need to understand failure modes and failure 

mitigation techniques. The key challenges embedded-

AI exacerbates, the themes based for how traditional 

and evaluation will evolve to provide AI system 

assurance. 

 

Result: 

 

The current manual evaluation takes about 60 seconds 

to evaluate an answer whereas the proposed system 

takes about 15 seconds to evaluate an answer. The 

proposed system is 300% more time efficient as 

compared to manual answer evaluation system. The 

proposed system is about 75 - 87.5% accurate with 

comparison to manual system. The proposed system 

completely eliminates the human effort and time to 

evaluate an answer. 

Proposed system can evaluate 5760 answers in a day 

where as a human working for 8 hours can evaluate 

480 answers a day . Hence, proposed system can 

evaluate 1100% more answers compared to that of 

manual evaluation system. 

 

V. CONCLUSION 

 

In this paper an attempt has been taken to present an 

analysis and survey on AUTOMATIC ANSWER 

CHECKER and important protocols proposed by 

researchers with their Answer sheet checking. This 

System calculates the score and provides results 

instantly for descriptive answers. This System is 

design to reduce the burden of checking the papers 

manually. 
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ABSTRACT 

 

Ensuring the security of transactions is currently the biggest threat facing banking systems. The use of 

biometric authentication of users attracts huge sums of money from banks around the world due to their 

convenience and acceptance. Especially in offline environments, where face images from ID documents are 

matched to digital selfies. In fact, comparisons of selfies with IDs have also been used in some broader programs 

these days, such as automatic immigration control. The great difficulty of such a process lies in limiting the 

differences between comparative facial images given their different origins. Based on deep features extracted by 

two well-referenced Convolutional Neural Networks(CNN).we suggest a novel architecture for cross-domain 

matching problem . The results obtained from the data collected, called Face Bank, with more than 93% 

accuracy, indicate the strength of the proposed face-to-face comparison problem and its inclusion in real 

banking security systems. 

 

Keywords:  Convolutional Neural Networks(CNN), Face Bank, automatic immigration control, Digital selfies, 

Face-to-face comparison problem. 

 

 

I. INTRODUCTION 

 

Much work is still necessary to allow convenient, 

secure and friendly systems to be designed.the 

recognition performance of biometric system is  

satisfactory for most applications,  In face recognition, 

the usual attack methods may be classified into certain 

categories. 

The concept of classifying is placed on what 

verification proof is equip to face verification system, 

such as a lifted photo, lifted face photos, recorded 

video, 3D face models with the skills of blinking and 

lip moving, 3D face models with various expressions 

and so on. The concept of classifying is placed on what 

verification proof is provide to face verification 

system, like a stolen photo, stolen face photos, 

recorded video, 3D face models with the skills of 

blinking and lip moving, 3D face models with  

 

various expressions and so on. In this paper, we 

proposed a method of live face detection to resist the 

attack using a photograph.on what verification proof 

is provide to face verification system, such as a lifted 

photo, lifted face photos, recorded video, 3D face 
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models with the skills of blinking and lip moving, 3D 

face models with various expressions and so on. The 

concept of classifying is placed on what verification 

proof is provide to face verification system, such as a 

stolen photo, lifted face photos, recorded video, 3D 

face models with the skills of blinking and lip moving, 

3D face models with various expressions and so on. In 

this paper, to resist the attack using a photograph we 

proposed a method of live face detection Our 

algorithm is placed on analysis of movement of facial 

components, especially eyes, in sequential images.In 

sequential face images there are very small variations 

in shape of face and facial elements. But eyes have 

larger variation in shape because we always 

blink,move the pupils unconsciously. So we spot eyes 

in sequential face images and compare the shape of 

each eye region to decide whether the input face 

image is a real face or a photograph. 

A. Problem Statement 

With the demand of face recognition, criminals will 

try to attack the face recognition system, for which 

liveness detection has become an crucial part of the 

authentication system. Among the current liveness 

detection algorithms, methods based on machine  

learning . Therefore, we proposed this method in this 

paper. 

B. Model Framework 

The proposed framework that combines Face Net with 

liveness detection is shown in the figure. 

 

In above block diagram we are going to detect face 

using haar cascade classifier which algorithm for 

detection of face. After detection of face, system will 

decide the face is real or fake by using liveness 

detection technique.  Liveness detection technique is 

the act of differentiating the feature space into live 

and non-living 

In this system we need a way to detect faces and eyes 

in real-time. So we are using -cascade classifier to 

performs these tasks.  In this haar cascade classifier 

Cascade is a machine learning object detection 

algorithm used to identify objects in an image or 

video.  

C. Architecture Diagram 

    

In this diagram we are going to implement eye-blink 

detection & face recognition Based on LBPH 

algorithm. The algorithm works in real time through a 

webcam and displays the human’s name. The program 

runs as follows: 

 

1. Detect faces in each frame generated by the 

webcam. 

2. For each detected face, detect eyes. 

3. Detect liveness of the face i.e. eyes are blinking or 

not 

4. Recognize face and access the respected locker of 

the user. 
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II. LITERATURE REVIEW 

 

Gang Pan et al.[1] present a spoofing against 

photograph in face recognition using real time 

liveness detection using spontaneous eye blinking. 

This method requires only a generic camera no other 

hardware to avoid spoofing attack in nonintrusive 

manner. Eye blinking is physical process which 

instantaneously opens and closes lids many times in a 

minute. Generic camera captures 15 frames per 

seconds, it gives two frames of faces which used as 

clue against spoofing attack. Two captured frames in 

sequence are considered as independent. HMM 

produces features from finite state set. Typical eye 

blink activity using HMM feature finds spoofing 

attack. 

Anjos et al. [2] proposed a method based on 

foreground or background motion correlation for 

checking liveness of user. This method classified in 

motion detection. This method works on correlation 

between head rotation of user and its background. To 

find correlation author uses fine grained motion 

direction. Optical flow is used to find the direction of 

motion. This approach is easy process but require 

multiple frames to check liveness, so user should be 

co-operative. 

Face liveness detection [3] has been proposed to 

improve the reliability and security of face 

recognition system. The fake faces are distinguished 

from the real ones using different classification 

techniques. 

In this paper, we propose a single image-based fake 

face detection method based on frequency and texture 

analyses for discriminating 2-D paper masks from the 

live faces. For the frequency analysis, we have carried 

out power spectrum based method [4] which exploits 

not only the low frequency information but also the 

information residing in the high frequency regions. 

Moreover, widely used Local Binary Pattern (LBP) [5]. 

In face recognition, the usual attack methods may be 

classified into various different types. The basic 

ideology of classifying is based on what verification 

proof is provided to face verification system, such as a 

stolen face photos, recorded video, 3D face models, 

fake photos with the abilities of blinking and lip 

moving, 3D face models with various expressions and 

many more to mention[6]. 

The main goal of our paper is to design and 

implement a bank locker security system solely based 

on RFID and GSM technology which has to be 

organized in the bank, secured offices and homes. In 

our system only authentic person can be the one 

recovering the money from the bank locker. The 

RFID reader reads the identification number from 

passive tag and sends it to the microcontroller, if the 

identification number is valid then microcontroller 

sends the SMS request to the authenticated person 

mobile number, for the original password to open the 

bank locker, if the person enters the password to the 

microcontroller which will verify the passwords 

entered by the key board and received from 

authenticated mobile number . If these two passwords 

are matched the locker will be opened otherwise it 

will be remain in locked position[7]. 

Initially pattern flow are collected as the datasets are 

maintained in bank agent server. The device has a 

camera to capture the pattern flow of user and sends 

it for processing, features of the logic were compared 

and user was recognized. In addition to the 

authentication of user there is another system to 

identify the user before that RFID tag checking is 

needed. Image processing is used and the keypad 

password is needed for another level of security. In 

future bank can implement this type of 

authentication option for banking and from this 

project it shows that all the bank accounts can be 

accessed without using cards through this face 

recognition efficiently and safely [8].  

Access control system forms a essential link in a 

security chain. The biometric password and pattern 

based security system presented here is an access 

control system that allows only the authorized 

persons to access a restricted area. We have 

implemented a locker security system based on 

fingerprint, password and GSM technology 

http://www.ijsrst.com/


International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 5 | Issue 8 

 

© 2020 IJSRST | Print ISSN: 2395-6011 | Online ISSN: 2395-602X | Published : 18/12/2020 - 227-230 

 

 

 

 

 
230 

containing door locking system which can activate, 

authenticate and validate the user and unlock the 

door in real time for locker secure[9].  

They say perhaps the most important application of 

accurate personal identification is acquiring limited 

access systems from malicious attacks. Among all the 

presently employed biometric techniques, biometric 

identification systems have received the most 

attention due to the long history of fingerprints and 

their extensive use in forensics. Our paper deals with 

the issue of selection of an optimal algorithm for 

biometric suiting in order to design a system that 

matches required specifications in performance and 

accuracy[10]. 

 

III. CONCLUSION 

 

 

In this paper, we have proposed a machine learning 

based face detection-recognition and liveness 

detection for bank locker. It is highly reliable system 

to ensure the security of our valuables.  
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ABSTRACT 

 

Block chains are now firmly established as a digital technology that combines cryptographic, data 

management, networking, and incentive mechanisms to support the verification, execution, and recording of 

transactions between parties. While block chain technologies were originally intended to support new forms 

of digital currency for easier and secure payments, they now hold great promise as a new foundation for all 

forms of transactions. Agribusiness stands to become a key beneficiary of this technology as a platform to 

execute ‘smart contracts’ for transactions, particularly for high-value produce. First it is important to 

distinguish between private digital currencies and the distributed ledger and block chain technologies that 

underlie them. The distributed and cross-border nature of digital currencies like Bit coin means that 

regulation of the core protocols of these systems by central banks is unlikely to be effective. Monetary 

authorities are focused more on understanding ‘on-ramps’ and ‘off-ramps’ that constitute the links to the 

traditional payments system rather than being able to monitor and regulate the currency itself. In contrast to 

the digital currency feature of block chain, the distributed ledger feature has the potential for widespread use 

in agribusiness and trade financing, especially where workflows involve many different parties with no 

trusted central entity. 

 

Keywords-Agriculture, supply chain, BCT, Cryptography, etc. 

 

 

 

I. INTRODUCTION 

 

An increasing demand in society for greater 

information about food reflects the need for more 

transparency and the lack of trust. At the same time, 

more and more food products and beverages are 

branded and accompanied by a variety of 

certification schemes, with an increasing risk of fraud 

(selling unqualified product with high-quality labels 

or claims) and adulteration. In the current situation, 

much of the compliance data and information is 

audited by trusted third parties and stored either on 

paper or in a centralized database and these 

approaches are known to suffer from many 

informational problems such as the high cost and 

inefficiency of paper-based processes and fraud, 

corruption and error both on paper and in IT systems. 

These information problems, indicating that current 

transparency and trust systems have not been able to 

solve or at times even have exacerbated the problems 

of low transparency and trust in agricultural food 

chains, pose a severe threat to food safety, food 
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quality, and sustainability. In particular, food 

integrity has become a major concern. Food integrity 

refers to the fairness and authenticity of food in food 

value chains both at the physical layer and the digital 

layer, where the digital layer should provide reliable 

and trustworthy information on the origin and 

provenance of food products in the physical layer. 

Block chain technology provides a means to ensure 

permanence of records and potentially to facilitate 

the sharing of data between disparate actors in a food 

value chain. This potential may lead to an exciting 

paradigm shift facilitating transparency and trust in 

food chains that ensures food integrity. 

 

 

II. PROBLEM STATEMENT 

 

1. The provenance (tracing) system of agricultural 

products is important for ensuring food safety.  

2. However, the stakeholders (growers, farmers, 

sellers etc.) are numerous and physically 

dispersed, making it difficult to manage data and 

information with a centralized approach.  

3. As a result, the production procedure remains 

non-transparent and trust is hard to build. 

 

III. LITERATURE SURVEY 

 

Blockchain-Based Soybean Traceability in 

Agricultural Supply Chain 

Khaled Salah  ; Nishara Nizamuddin ; Raja Jayaraman ; 

Mohammad Omar 

Published in: IEEE Access ( Volume: 7 ) 

proposed solution eliminates the need for a trusted 

centralized authority, intermediaries and provides 

transactions records, enhancing efficiency and safety 

with high integrity, reliability, and security. The 

proposed solution focuses on the utilization of smart 

contracts to govern and control all interactions and 

transactions among all the participants involved 

within the supply chain ecosystem. All transactions 

are recorded and stored in the blockchain's 

immutable ledger with links to a decentralized file 

system (IPFS) and thus providing to all a high level of 

transparency and traceability into the supply chain 

ecosystem in a secure, trusted, reliable, and efficient 

manner. 

 

Blockchain-based traceability in Agri-Food supply 

chain management: A practical implementation 

Miguel Pincheira Caro ; Muhammad Salek Ali ; 

Massimo Vecchio ; Raffaele Giaffreda 

Published in: 2018 IoT Vertical and Topical Summit 

on Agriculture - Tuscany (IOT Tuscany) 

This paper presents Agricultural Block IoT, a fully 

decentralized, block chain-based traceability solution 

for Agricultural-Food supply chain management, able 

to seamless integrate IoT devices producing and 

consuming digital data along the chain. To effectively 

assess Agricultural Block IoT, first, we defined a 

classical use-case within the given vertical domain, 

namely from-farm-to-fork. Then, we developed and 

deployed such use-case, achieving traceability using 

two different blockchain implementations, namely 

Ethereum and Hyperledger Sawtooth. Finally, we 

evaluated and compared the performance of both the 

deployments, in terms of latency, CPU, and network 

usage, also highlighting their main pros and cons. 

Block chain Based Provenance for Agricultural 

Products: A Distributed Platform with Duplicated 

and Shared Bookkeeping 

Jing Hua ; Xiujuan Wang ; Mengzhen Kang ; Haoyu 

Wang ; Fei-Yue Wang 

Published in: 2018 IEEE Intelligent Vehicles 

Symposium (IV) 

In this paper, we propose an agricultural provenance 

system based on techniques of block chain, which is 

featured by decentralization, collective maintenance, 

consensus trust and reliable data, in order to solve the 
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trust crisis in product supply chain. Recorded 

information includes the management operations 

(fertilizing, irrigation, etc.) with certain data 

structure. Applying block chain techniques to the 

provenance of agricultural product not only widens 

the application domain of block chain, but also 

supports building a reliable community among 

different stakeholders around agriculture production. 

 

An agri-food supply chain traceability system for 

China based on RFID & block chain technology 

Feng Tian 

Published in: 2016 13th International Conference on 

Service Systems and Service Management (ICSSSM) 

In this paper, we study the utilization and 

development situation of RFID (Radio-Frequency 

Identification) and block chain technology first, and 

then we analyze the advantages and disadvantages of 

using RFID and blockchain technology in building 

the agri-food supply chain traceability system; finally, 

we demonstrate the building process of this system. It 

can realize the traceability with trusted information 

in the entire agri-food supply chain, which would 

effectively guarantee the food safety, by gathering, 

transferring and sharing the authentic data of agri-

food in production, processing, warehousing, 

distribution and selling links. 

Blockchain application in food supply information 

security 

Daniel Tse ; Bowen Zhang ; Yuchen Yang ; Chenli 

Cheng ; Haoran Mu 

Published in: 2017 IEEE International Conference on 

Industrial Engineering and Engineering Management 

(IEEM) 

This article introduces the concept of Blockchain 

technology, putting forward the application of 

Blockchain technology in information security of the 

food supply chain and comparing it with the 

traditional supply chain system. 

 

IV. PROPOSED SYSTEM 

 

A. System Architecture: 

 

 
B. Description: 

Whenever any transaction will occur in the system , 

the record of that transaction is maintained in the 

form of hash value in a block. Each next block will 

get attached to the previous block and in this way a 

virtual block chain will occur. The hash value of a 

current block is generated using the data of a current 

block and the hash of the previous block. In this way 

if any of the block is tempered the subsequent all the 

block’s hash must be changed . Such multiple copies 

are maintained at different servers , which will assure 

the data security and confidentiality. As everything is 

through application interface, it will maintain the 

transparency in the agricultural supply chain 

management. 

 

Algorithm: 

 

AES is used to encrypt the database. 

The encryption process uses a set of  specially derived 

keys called round keys. 

These are applied, along with other operations, on an 

array of data that holds exactly one block of data, the 

data to be encrypted. 

This array we call the state array. 
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STEPS: 

 

1. Derive the set of round keys from the cipher key. 

2. Initialize the state array with the block data 

(plaintext). 

3. Add the initial round key to the starting state 

array. 

4. Perform nine rounds of state manipulation. 

5. Perform the tenth and final round of state 

manipulation 

6. Copy the final state array out as the encrypted 

data (ciphertext). 

 

SHA 256: 

(secure hash algorithm, FIPS 182-2) is a 

cryptographic hash function with digest length of 256 

bits. It is a keyless hash function; that is, an MDC 

(Manipulation Detection Code). A message is 

processed by blocks of 512 = 16 32 bits, each block 

requiring 64 rounds A cryptographic hash (sometimes 

called digest) is a kind of signature for a text or a data 

file. SHA-256 generates an almost-unique 256-bit 

(32-byte) signature for a text.A hash is not encryption 

it cannot be decrypted back to the original text (it is a 

one-way cryptographic function, and is a fixed size 

for any size of source text). This makes it suitable 

when it is appropriate to compare hashed versions of 

texts, as opposed to decrypting the text to obtain the 

original version. 

 
 

V. CONCLUSION 

 

Thus we have implemented a prototype web based 

software application in Java for application of BCT in 

supply chain management . We have implemented a 

blockchain features such as: 

1. Decentralization 

2. Visual Cryptography 

3. Hash Algorithm 

4. Encrypted Database. 
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ABSTRACT 

 

Cleanliness of city streets has an important impact on city environment and public health. Conventional 

street cleaning methods involve street sweepers going to many spots and manually confirming if the street 

needs to clean. However, this method takes a substantial amount of manual operations for detection and 

assessment of street’s cleanliness which leads to a high cost for cities. Using pervasive mobile devices and AI 

technology, it is now possible to develop smart edge-based service system for monitoring and detecting the 

cleanliness of streets at scale. This paper explores an important aspect of cities - how to automatically 

analyse street imagery to understand the level of street litter. A vehicle equipped with smart edge station 

and cameras is used to collect and process street images in real time. A deep learning model is developed to 

detect, classify and analysis the diverse types of street litters such as tree branches, leaves, bottles and so on. 

In addition, two case studies are reported to show its strong potential and effectiveness in smart city 

systems. 

 

Keywords: Smart City, Street Cleanliness. 

 

 

I. INTRODUCTION 

 

Urban street surface receives waste deposits from 

both natural and human sources, such as leaves, soil, 

sediment, scattered trash, illegal dumpling and so on. 

When the street cleaning service is ineffective, it 

could cause a negatively impact on city tourism, 

reputation, and economy. Furthermore, dirty street 

have also been recognized as potentially important 

contributor to air and water pollution. Researches 

have proved that if there is litter on the streets, 

people do not hesitate in throwing more litter. 

However, if the streets are clean, people tend to think 

twice before throwing anything and end up not 

throwing the litter on streets. Therefore, cleanliness 

of city streets is particularly important as it has a 

significant effect on city’s image and reputation, and 

on the quality of life for those who live and work in 

the city. 

Currently, many cities have adopted various methods 

and made great effort to improve the cleanliness of 

their streets. For instance, New York city used an 

inspection program called Scorecard to 

  

measure the cleanliness of city streets and sidewalks 

[23]. [20] proposed a cleanliness index for the city of 

Granada (South of Spain) to measure the level of 

cleanliness of the streets. In 2015, Imteaj et al. 

constructed an android based application for the city 

Dhaka, capital of Bangladesh. The user himself can 
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contribute to clean his city, notify volunteer to come 

forward or can inform city corporation. In 2015, Los 

Angeles had developed a state-of-the-art street-by-

street [12] cleanliness assessment system. Los Angeles 

is the first city to map the cleanliness of every one of 

its blocks. With this new tool, Sanitation is better 

equipped to target areas of high need, and to ensure a 

fair allocation of services. 

Despite these methods provided new ideas for cities 

to clean their streets, most of the current methods for 

detection litter are not fully automated and still rely 

on human intervention. The clean-up crews need to 

capture and identify each picture manually to 

determine if the street is dirty. Therefore, a promising 

and optimal solution should automatically and 

reliably detect litter in each captured image without 

human intervention. 

The major motivation of this paper is providing cities 

with an automated way to monitor the street 

cleanliness. In this paper, we have studied a smart 

clean street service application using the state-of-art 

advanced technologies in IoT, mobile edge computing, 

big data analysis, as well as machine learning 

techniques. The mobile edge processing component 

located in the vehicle which carries the cameras. It 

shall be able to process the images using a limited 

computing power and send those images to the 

service server which may benefit from deeper scan 

using the powerful GPU processing on the server. 

After the images pre- processing at the edge layer, 

Faster R-CNN (Faster Region- Convolutional Neural 

Network) is used to 

identify the street litter at the service server. Finally, 

the analysis results are sent to user layer for 

evaluation. 

The main contribution of this paper can be 

summarized as follows. First, we constructed a unique 

litter data set of 12346 images for training deep-

learning based detection models. The second 

contribution is a litter detector which can detect 11 

classes of litter with good accuracy. The third 

contribution is an edge computing framework of deep 

learning for smart city street cleanliness. 

The rest of the paper is organized as follows. In 

Section 2, we introduce related work in smart street 

cleaning, deep learning, and edge computing. In 

Section 3, we present the architecture, components, 

and algorithms for the proposed system based on deep 

learning and edge computing. In Section 4, we 

describe the implementation details of our system. 

Section 5 presents the evaluation results. Finally, in 

Section 6, we make concluding remarks. 

 

II. Motivation 

 

Keep India Beautiful aims to create a cleaner India 

and hosts community clean up events across the 

country. However, their events are done without any 

strong statistical data. With the data which could be 

taken from our algorithm, they will be able to 

identify the locations in the India that needs to be 

cleaned up the most. 

Clean India will lead to decrease in the number of 

deceases caused by unhygienic atmosphere. 

  

The major contributions of this paper are presented as 

follows. 

• We studied a Faster R-CNN open source 

framework with region proposal network and 

Resnet network algorithm, using ResNet network 

to replace the  previous VGG network as the basic 

convolution layers. 

• To optimize the performance of the model, we 

collect urban scene images containing garbage 

and urban scene images without garbage. By using 

fine-tuning strategy, we apply the pre-training 

model parameters which has been trained in coco 

dataset to our network. 

• We propose a dataset fusion strategy, which 

integrates the garbage dataset with several other 
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datasets of typical categories in urban scenes. In 

summary, the method has near- real time and 

generalization capabilities. Through experiments, 

we observe that the false detection rate of the 

garbage area y 

 

III. Related Work 

 

This section reviews the existing research work and 

related projects. 

 

Smart street cleaning: 

 

The cleanliness of city street is directly related to the 

city’s public image. To maintain the streets clean, 

different methodologies have been developed in the 

past years. These methodologies can be classified into 

two directions: evaluating the street cleanliness, 

monitoring the waste. In order to evaluate the street 

cleanliness, Seville etal.proposed a clean index for 

measuring the level of cleanliness of the city streets, 

such that the quality and governance of public 

services can be evaluated. However, the process of 

measurement requires a lot of human intervention 

like collecting data and rating data. Lopez et al. 

develop an App to evaluate the street cleanliness and 

waste collection service. Specific methods for 

calculating and evaluating indicators have been 

designed to give a true reflection of the level of city 

street cleanliness. 

Although this App can collect information from the 

user end and store information in the application 

database, it still needs users to fill the information 

manually in the App. Li et al. put forward a multi-

level assessment system and showed how the 

cleanliness status of streets is collected by using 

mobile stations. The results are transmitted through 

city network, analysed in the cloud and presented to 

city administrators online or on mobile. Regarding 

monitoring the waste, Rovetta . used sensors to 

monitor waste bins based on distributed sensor 

technology and geographical information systems. 

Begur et al.[3]  focused on illegal dumping problems 

in the City of San Jose. They proposed an innovative 

smart mobile-based service system, which supports 

real-time illegal dumping detection, altering, 

monitoring, and management. Alfarrarjeh et al. [1] 

presented an automating geo-spatial classification 

approach to determine the level of street cleanliness. 

The experiments compared various combinations of 

classifier and image features, which show that SVM 

classifier based on CNN image features obtained good 

values on both precision and recall. 

Balchandani et al. [2] proposed a deep learning 

framework for smart street cleaning, which aims at 

providing any city with an automated way to monitor 

the cleanliness of its streets. It is a good idea to use 

deep leaning technology to automatically detect and 

classify litter, but this paper only provided with a 

simple example about separating the street and the 

curb, and the performance of detection and 

classification was not discussed. The proposed 

approach in this paper is also based on recent 

advances in deep learning. 

Related work in deep learning is introduced in the 

next paragraph. 

 

IV. System Design 

 

This section presents the overall infrastructure of the 

system. All modules are explained in detail. 

 

System Infrastructure: 

 

Due to the recent advances of IoT technologies, 

mobile edge computing, big data analysis, as well as 

machine learning, we designed the system 

architecture of the proposed smart clean street service 

system, depicted in Fig. 1. It shows that the 
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system architecture includes three layers: edge layer, 

cloud layer and user layer. First, images of streets are 

captured on a mobile device and pre-processed at the 

edge layer. Also, the end mobile device could record 

the geological location and provide location 

awareness for end users. Then, these pre-processed 

images with location information will be sent from 

  

the edge layer to cloud layer. The cloud-based server 

performs additional processing on the incoming 

images and then pushed them through a deep 

learning algorithm for object detection and 

classification. Finally, the detail results including 

litter location, types of litter, and litter detection 

photos are fed into the end user database for 

visualization and reporting. 

 
 

Figure 1: Clean Streets Framework -System 

Architecture [24] 

 

Edge layer: The main goal of this layer is to capture 

the street images and collect location coordinates 

from streets using a smart vehicle with a mobile 

station. This mobile station has two major 

components: Camera module and Edge processing 

module. Three cameras in different direction takes 

high-resolution pictures of the street. Each camera 

has a predefined angle and resolution which can be 

customized and covers defined range 20ft. All these 

captured pictures are completely in raw or 

uncompressed, and passed into the edge processing 

module. The edge processing module is made of 

several parts. First, an optimized pre-trained deep 

learning model is used to determine any regions of 

interest in images which are worth deeper processing 

in the server, and to check whether the image 

contains a clear view of the street and is not blur. 

Then, the selected images are compressed, 

  

encrypted, and finally transmitted to the server 

through the wireless network. 

Server layer: This is the layer where the pre- 

processed images are further analysed on the cloud 

server, which is configured to use Tensor flow (an 

open source software interface) for CNN model 

training and testing. First, the server-side image 

processor decrypt the image. Then, the decrypted 

image is fed into the pre-trained deep learning models 

like Faster-RCNN which detect and classify the object 

in the image. Lastly, results generated by the object 

detection and classification are fed into the end user 

database for visualization and reporting. User layer: 

This is the layer where reports are generated based on 

the Cloud processing. These results including litter 

location, types of litter, and litter detection photos are 

visualized for city and community. 

Network architectures for litter recognition: 

 

1) Faster R-CNN 

In this section, we introduce the key aspects of the 

Faster R-CNN. [18] Faster R- CNN uses CNN layers 

named Region Proposal Network (RPN) instead of 

Selective Search. Faster R-CNN generates region 
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proposals from feature maps generated by RPN. RPN 

scans the sliding window on the feature map and 

extracts object candidates.[10] At this time, in order 

to detect long slender objects, each grid have some 

bounding boxes called anchor boxes. Finally, like the 

Fast R- CNN, the region proposals are projected onto 

the feature map, and the object is detected by 

classifying region proposals. Since Faster RCNN 

generates image features and region proposals using 

single CNN, there is an advantage that end-to-end 

training can be performed in addition to faster 

detection 

 

V. CONCLUSION 

 

This paper presents a deep learning based smart street 

cleaning service system that allows for automatic 

litter detection and classification and real- time 

monitoring of the streets conditions. In the proposal 

system, we studied deep learning model for little 

street object detection and classification. We have 

successfully learned and studied python language and 

have also acquired knowing about libraries like 

tensorflow and have also learned about object 

detection and image classification algorithms.  

edge-based service system for street cleanliness 

assessment. 
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ABSTRACT 

 

In this paper, we propose a brain tumor segmentation and classification method for multi-modality magnetic 

resonance image scans. The data from multi-modal brain tumor segmentation challenge are utilized which 

are co-registered and skull stripped, and the histogram matching is performed with a reference volume of 

high contrast. We are detecting tumor by using preprocessing , segmentation, feature 

extraction ,optimization and lastly classification after that preprocessed images use to classify the tissue .We 

performing a leave-oneout cross-validation and achieved 88 Dice overlap for the complete tumor region, 75 

for the core tumor region and 95 for enhancing tumor region, which is higher than the Dice overlap 

reported. 

 

 

I. INTRODUCTION 

 

The detection and diagnosis of brain tumor from MRI 

is crucial to decrease the rate of casualties. Brain 

tumor is difficult to cure, because the brain has a very 

complex structure and the tissues are interconnected 

with each other in a complicated manner. Despite 

many existing approaches, robust and efficient 

segmentation of brain tumor is still an important and 

challenging task. Tumor segmentation and 

classification is a challenging task, because tumors 

vary in shape, appearance and location. It is hard to 

fully segment and classify brain tumor from mono-

modality scans, because of its complicated structure. 

MRI provides the ability to capture multiple images 

known as multimodality images, which can provide 

the 

  

detailed structure of brain to efficiently classify the 

brain tumor. shows different MRI modalities of brain. 

To design a detection and diagnosis of brain tumor 

from MRI is crucial to decrease the rate of casualties. 

Brain tumor is difficult to cure, because the brain has 

a very complex structure and the tissues are 

interconnected with each other in a complicated 

manner. Despite many existing approaches, robust 

and efficient segmentation of brain tumor is still an 

important and challenging task. Tumor segmentation 

and classification is a challenging task, because 

tumors vary in shape, appearance and location. It is 

hard to fully segment and classify brain tumor from 

mono-modality scans, because of its complicated 

structure. So we overcome that problem classify the 

brain tissues tumor area. 

Robust and efficient segmentation of brain tumor is 

still an important and challenging task. Tumor 

segmentation and classification is a challenging task, 
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because tumors vary in shape, appearance and 

location. It is hard to fully segment and classify brain 

tumor from mono-modality scans, because of its 

complicated structure. So we overcome that problem 

classify the brain tissues tumor area. 

The brain images taken as input and that images 

performs the preprocessing operation after the 

preprocessing segmentation using the k-means 

algorithm and on that segmented area we perform the 

operation feature extraction using the classification 

SVM and CNN algorithm. 

This technique can be developed to  classify the 

tumors based on feature extraction. the detection of 

brain tumor is fast and accurate 

  

when compared to the manual detection carried out 

by clinical experts. 

 

II. Methodology 

 

▪ Support Vector Machine The objective of the 

support vector machine algorithm is to find a 

hyperplane in an N-dimensional space(N—the 

number of features) that distinctly classifies the 

data points. 

 

▪ Possible hyperplanes To separate the two classes 

of data points, there are many possible 

hyperplanes that could be chosen. Our objective 

is to find a plane that has the maximum margin, 

i.e the maximum distance between data points of 

both classes. Maximizing the margin distance 

provides some reinforcement so that future data 

points can be classified with more confidence. 

 

▪ Hyperplanes in 2D and 3D feature space 

Hyperplanes are decision boundaries that help 

classify the data points. Data points falling on 

either side of the hyperplane can be attributed to 

different classes. Also, the dimension of the 

hyperplane depends upon the number features. If 

the number of input features is 2, then the 

hyperplane is just a line. If the number of input 

features is 3, then the hyperplane becomes a two- 

dimensional plane. It becomes  difficult to 

imagine when the number of features exceeds 3. 

 

▪ Support Vectors Support vectors are data points 

that are closer to the hyperplane and influence 

the position and orientation of the hyperplane. 

Using these support vectors, we maximize the 

margin of the classifier. Deleting the support 

vectors will change the position of the 

hyperplane. These are the points that help us 

build our SVM. 

 

 

▪ Large Margin Intuition In logistic regression, we 

take the output of the linear function and squash 

the value within the range of [0,1] using the 

sigmoid function. If the squashed value is greater 

than a threshold value(0.5) we assign it a label 1, 

else we assign it a label 0. In SVM, we  take the 

output of the linear function and if that output is 

greater than 1, we identify it with one class and if 

the output is -1, we identify is with another class. 

Since the threshold values are changed to 1 and -1 

in SVM, we obtain this reinforcement range of 

values([-1,1]) which acts as margin. 

 
▪ CNN (Convolutional Neural Network) 
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▪ Mathematical Working and Flow of CNN: 

[1] Input Layer — has input size [7, 1] because we 

have 7 features 

[2] conv1d— First convolutional layer 

[3] averagePooling1d — First average pooling layer 

[4] conv1d — Second convolutional layer 

[5] averagePooling1d — Second pooling layer 

[6] flatten — Reduce the dimension, reshape input to 

[number of samples, number of features] 

[7] dense — Fully connected layer using linear 

activation function with 1 unit which returns 1 

output value 

• Convolutional neural network (CNN) is part of 

the family of neural network (NN) which is a 

variation of a multilayer perceptron (MLP). CNN 

consists of an input layer, several hidden layers 

and an output layer like any other NNs. Input 

layer is a representation of identity function, f(x) 

= x. Output layer which makes decisions, passes 

previously calculated weights through a linear 

function. Hidden layers are either convolutional, 

pooling, dropout or fully connected. In addition, 

all layers have activation functions at the end 

which gives additional functionality  

e.g. normalization. sigmoid , tanh and RELU are 

examples of these activation functions. Weights of 

convolution layers can be seen as 2D- filters and 

they apply convolution operation with these 

filters. Convolution operation is a process which 

sums the point-wise multiplications of given two 

functions while sliding the operation window. 

Pooling layer generalizes the elements in window 

frame while sliding this window. For example, 

max pooling outputs the maximum elements for a 

given window while sliding it. Dropout selects 

several neurons, that feed the input of next layers 

and reduces overfitting. Finally, fully connected 

layers can be thought as a fully connected version 

of classical MLP. With the explanation of fully 

connected layers, CNNs can be seen as a 

combination of MLP and filters which can 

operate as either convolution or pooling. In order 

to optimize weights of  CNN, we have used an 

adaptive learning rate method (ADADELTA) 

optimizer. Apart from the fact that CNNs give 

noteworthy performance , they require much 

more data compared to other types of models. 

With the purpose of solving  this issue, we merge 

all ETFs and create a satisfactory dataset for a 

financerelated problem. Additionally, merging 

reveals that we do not have to stick to one set of 

stock only. The model trained with this dataset, 

assumed that it performs well, will be universal 

for all kinds of stocks rather than a particular 

stock. 

tanh(x) = 1 e2x/ 1 + e2x (1) 

(x) = 1 1 + ex (2) 

R(x) = max(0, x) (3) 

  

yi = 01 + 1xi1 + ... + pxip = xT i , i = 1, ..., n (4) 

where T denotes the transpose and xT i is the inner 

product between two vector. 

A. Project outline 

 
Figure 1: Overall Architecture 
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B. Brain image Preprocessing 

Due to existing noise disturbance the MR images get 

affected. For noise reduction the research work 

proposes local smoothing methods and nonlocal 

means. In the image there may also exist few 

significant structures and details that can act as noise; 

such kind of details are also eliminated. The 

technique of Image pre-processing involves: data 

cleaning, data transformation, data integration, data 

resizing, data reduction etc. The image pre- 

processing eliminates unnecessary data and smooth 

up noisy data, detect and eliminate the outlier and 

rectify the data inconsistencies. Lastly, normalization 

and aggregation is performed. The technique of 

Image-processing proves to be highly significant in 

determining particular heart image, removing noise 

and for improvising the quality of the image 

 

C. Average filtering 

The normal channel being the convolution work that 

is utilized to set the clamor in the images. The Pre-

processing step abandons the disturbances in the 

image but still after applying preprocessing the image 

doesn’t hold suitable for future process. As a result the 

Average channel resolves this issue by 

  

providing acceptable and smooth picture. The 

Average channel resembles a non-linear channel 

unlike straight channels. The Average channel 

replace the pixel esteems with an Average esteem that 

being nearly accessible (like, 3x3 or 5x5 or pixels near 

the focal pixel esteem). Moreover, Average channel 

tends to be edge safeguarding. It helps in abandoning 

salt and pepper disorder. 

 

 

 

 

 

Algorithm: 

 

Step  1 : The picture is provided as input. 

Step  2 : Choose a 3X3 window near the current 

pixelwithin the picture. 

Step  3 : Perform pixel sorting in expanding request 

andsave it to vector. 

Step  4 : Determine the normal of the vector. 

Step  5 : The current pixel is replaced with the 

normalesteem. 

Step  6 : Repetition of means 2 to 5 till every single 

pixelswithin the picture gets prepared. 

Step  7 : Output. 

 

D. Pixel based segmentation 

Image Segmentation is a common technique of digital 

image processing. Lately, Brain tumor image 

sectioning in MRI has spurred up as a popular 

research in the domain of medical imaging system. 

The process of Segmentation 

 

E. Convolution Neural Networks 

Convolutional Neural Network – CNN is employed 

for segmenting the images. It directly extracts features 

from pixel images with least pre-processing involved. 

The network utilized is LinkNet which being a light 

deep neural network architecture that’s developed to 

carry out semantic segmentation. The LinkNet 

Network contains encoder and decoder blocks which 

basically manage to split the image and re-build again 

before it’s forwarded via few final convolutional 

layers. CNN is a significant approach of deep learning 

which is being employed in image recognition 

applications. It involves two basic methods of 

  

convolution and pooling. Convolution and pooling 

layers are arranged till high level of classification 

accuracy is achieved. Moreover, few feature maps are 
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identified in every convolutional layer and weights 

linked to convolutional nodes (in the same map) are 

being shared. Such arrangements offer 

comprehension of various network characteristics at 

the same time retaining the no: of traceable 

parameters. CNN possess less specific tasks in contrast 

to the conventional methods and helps in thoroughly 

extracting features. Figure 2, depicts the CNN process 

scheme as. 

 

Algorithm for CNN based Classification 

 

 

Step  1 : Convolution filter is applied in the first layer. 

Step  2 : The filter sensitivity is minimized by 

smoothingthe convolution filter that  is by 

sub- sampling. 

Step  3 : The activation layer controls the signal 

transferfrom one layer to other layer. 

Step  4 : Training period is being fastened by 

employingRELU (rectified linear unit). 

Step  5 : The neurons in proceeding layer is associated 

witheach neuron in the next layer. 

Step  6 : At the time of training, Loss layer is 

appended inthe end to provide a feedback to 

NN (neural network). 

 

 

F. Evolution metrics 

For performance evaluation and measuring system 

stability, few parameters are computed and examined. 

These are mentioned as: 

The proposed CNNs performance is assessed with 

RMSE(Root Mean Square Error), recall, sensitivity, 

precision, F-score specificity, PME (probability of the 

misclassification error) and 

  

accuracy of the training and testing set and 

throughout performance was examined by making 

use of the Eqs. (1-8) correspondingly, where Yi 

  

denotes actual and Ri denotes result of the ith 

diagnosis of brain tumor feature acquired, TN (True 

Negative) denotes prediction for the patients with no 

brain tumor and were detected with no brain tumor, 

FN (False Negative) denotes the prediction for the 

patients with no brain tumor but were detected with 

a brain tumor, TP(True Positive) denotes the 

prediction for the patients with brain  tumor and 

were detected with a brain tumor, and FP(False 

Positive) represents the prediction for the patients 

having brain tumor but were detected with no brain 

tumor. 

 

➢ True Positive (TP): If  the instance is positive and 

it is classified as positive 

➢ False Negative (FN): If the instance is positive 

but it is classified as 

➢ True Negative (TN): If the instance is negative 

and it is classified as negative 

➢ False Positive  (FP):  If  the instance is negative 

but it is classified as positive. 
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III. LITERATURE RIVIEW 

 

S 
Title Authors Yea r 

Descriptio 

n r n o 

1 

Semi- 

Automati 

c 

Segmenta 

tion 

Software 

for 

Quantitati 

ve 

Ying 

Zhu, 

MS, 

20 

Our 

software 

adopts the 

current 

state-of- 

the-art 

tumor 

segmenta 

Clinical 
Geoffre 

y S. 
11 tion 

  Young, 

MD, 

    

  Zhong 

Xue, 

    

  PhD,     

Brain 

Glioblast 

oma 

Evaluatio 

n 

Raymon 

d Y. 

  

algorithm 

s and 

Huang, 

MD, 

PhD, 

combines 

them into 

one 

clinically 

Hui 

You 

usable 

pipeline. 

2 A novel Sachdev 20 Brain 

  content- a J, 11 tumor 

  based Kumar   segmenta 

  active V,   tion is a 

  contour Gupta I,   crucial 

  model for Khandel   step in 

  brain wal N,   surgical 

  tumor Ahuja   and 

  segmenta CK   treatment 

  tion     planning. 

        Intensity- 

        based 

        active 

        contour 

        models 

        such as 

        gradient 

        vector 

        flow 

        (GVF), 

        magneto 

        static 

        active 

        contour 

        (MAC) 

        and fluid 

        vector 

        flow 

        (FVF) 

        have been 

        proposed 

        to 

        segment 

        homogen 

        eous 

        objects/ 

        tumors in 

        medical 

        images. 

3 

New 

developm 

ents in 

liposomal 

B.S. 20 

Five 

decades of 

research 

in the 
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drug 

delivery 

Pattni, 

V.V. 
14 

Field of 

liposome 

research 

have 

shown 

their 

prospecti 

ve 

benefits 

in the 

Chupin 

and 

V.P. 

Torchili 

n 

  
medical 

and 

cosmetic 

as well as 

    the food 

industry. 

4 

Liposoma 

l drug 

delivery 

systems: 

From 

concept 

to clinical 

applicatio 

ns 

T.M. 20 

The first 

closed 

bilayer 

phospholi 

pid 

systems, 

called 

liposome 

s, were 

described 

in 1965 

and soon 

were 

proposed 

as drug 

Allen 

and 

P.R. 

Torchili 

n 

14 
delivery 

systems. 

 

 

 

IV. CONCLUSION 

 

In this paper we are presenting an algorithm to 

hierarchically classify the tumor into three regions: 

whole tumor, core tumor and enhancing tumor. 

Intensity, intensity difference, neighborhood 

information and wavelet features will be extracted 

and utilized on multi-modality MRI scans with 

various classifiers. The use of SVM and CNN classifier 

will increase the classification accuracy as evident by 

quantitative results of our proposed method which 

are comparable or higher thanthe state of the art. 
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ABSTRACT 

 

Data security has been consistent in being a major issue in information technology. In the cloud computing 

world, it becomes specifically critical as the data is situated in different places all over the world. 

As per user's concerns about the cloud technology the important factors are privacy protection and data 

security. In both academics and industries, the topics in cloud computing have been checked by multiple 

techniques. For the future growth of cloud computing technology in industry, government and business the 

data security and privacy protection will become more crucial.  

Data security and privacy protection challenges are similar to both hardware and software in the cloud 

architecture. This study is to analyze different security techniques and challenges from both software and 

hardware aspects to secure data in the cloud and focuses on improving the data security and privacy protection 

for the trust worthy cloud environment. In this document, we are preparing a relevant research analysis on the 

existing research work with reference to the data security and privacy protection techniques of cloud 

computing.  

Keywords: Data security, Privacy Protection, Cloud Computing,  

 

I. INTRODUCTION 

 

Cloud computing has been emerged as the next 

generation paradigm in computation. In the cloud 

computing world, both applications and resources are 

delivered on demand over the Internet as services. 

Cloud is an environment of the hardware and 

software resources in the data centers that provide 

diverse services over the network or the Internet to 

fulfill user's requirements .The explanation of “cloud 

computing” as per the National Institute of Standards 

and Technology (NIST) states that cloud computing 

allows unique, convenient. Network access to a 

shared pool of configurable computing resources like 

servers, networks, applications, storage, and services 

and can be provisioned on priority and released with 

less management effort or service provider interaction 

on demand. 

As per the description, cloud computing provides a 

convenient on-demand network access to a shared 

pool of configurable computing resources. Resources 

are identical to computing applications, network 

resources, platforms, software services, virtual servers, 

and computing infrastructure[2] 

Cloud computing can be looked upon as a new 

computing archetype that can provide services on 

demand at a cheap cost. The three renowned and 
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mostly used service models in the cloud paradigm are 

software as a service (SaaS), platform as a service 

(PaaS), and infrastructure as a service (IaaS). In SaaS, 

software with the similar data is deployed by a cloud 

service provider, and users can access it through the 

web browsers [1]. In PaaS, a service provider delivers 

services to the users with a set of software programs 

that can resolve the given tasks. In IaaS, the cloud 

service provider facilitates services to the users with 

virtual machines and storage to enhance their 

business capabilities. Cloud computing is quite similar 

to but not the same as grid computing.  

Grid computing integrates diverse resources together 

and manages the resources with the unified operating 

systems to provide better performance computing 

services, while cloud computing is the combination of 

computing and storage resources handled by different 

operating systems to provide services such as large-

scaled data storage and top performance computing to 

users. The overall picture of grid computing has been 

replaced by cloud computing. Distribution of data is 

in a new format of cloud computing comparing with 

the grid computing[5]. 

Cloud computing will enable services make the 

services accessible to be consumed easily on demand. 

Cloud computing has the features like on-demand 

self-service, ubiquitous network access, location 

independent resource pooling, rapid resource 

elasticity, usage-based pricing, and transference of 

risk. These achievements of cloud computing have 

attracted substantial interests from both the industrial 

world and the academic research world.  

 

Cloud computing technology is currently changing 

the business strategy in the world. Cloud computing 

is very promising for the IT applications; however, 

there are still some concerns to be resolved for 

personal users and enterprises for data storage and 

deploy applications in the cloud computing 

environment. One of the most significant obstacle to 

adoption is data security, which is accompanied by 

issues including compliance, privacy, trust, and legal 

matters[4].  

 

The characteristics of institutions and institutional 

evolution is very similar to privacy and security in 

cloud computing .Data security has been consistent in 

being a major issue in IT. Data security turns out to be 

very critical in the cloud computing environment, 

because data gets scattered in different machines and 

storage devices including servers, PCs, and different 

mobile devices like wireless sensor networks and 

smart phones. Data security in the cloud computing is 

much more complex than data security in the 

traditional information systems [7]. 

 

To make the cloud computing adaptive by users and 

enterprise, the security challenges of users should be 

resolved first to make cloud world trustworthy. The 

trustworthy environment is the basic prerequisite to 

win confidence of users to get used to such a 

technology.  Discussed the assessment of cloud 

computing risks. Before the data security concerns are 

disclosed, the functions of cloud computing are 

reviewed first. Cloud computing is also known as on-

demand service. In the cloud computing world, there 

is a cloud service provider that facilitates and manages 

the services.  

The cloud provider facilitates all the services over the 

Internet, while end users use services for meeting 

their business needs and then pay for the services 

accordingly. Cloud computing world enables two 

basic types of functions which includes computing 

and data storage. In the cloud computing 

environment, users of cloud services don’t need 

anything and they can get access to their data and 

complete their computing tasks just through the 

Internet devices. During the access to the data and 

computing, the clients don't even know where the 
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data gets stored and which machines performs the 

computing tasks[2]. 

Coming to data storage, data safety and security are 

the primary factors for gaining user's trust and 

making the cloud technology successfully used. Many 

data protections and data security techniques have 

been launched in the research world of cloud 

computing. However, data security related techniques 

need to be further improved. Services of cloud 

computing has been delivered across the entire 

computing spectrum. Nowadays, organizations and 

companies are moving and expanding their business 

by adopting the cloud computing reduce the cost. 

This can be a contribution to free more man-powers 

to focus on developing strategic differentiation and 

business division of labor is transparent [10].  

The concept of cloud has many implementations 

based on the services from service providers. For 

example, Google Apps Engine, Microsoft Azure, and 

Amazon Stack are famous implementations of cloud 

computing provided by cloud service providers like 

Google, Microsoft, and Amazon companies. Apart 

from the rest, the ACME enterprise implemented 

VMware based v-Cloud for allowing multiple 

organizations to share computing resources[2] 

As per the difference of access scope, cloud can be 

distributed into three segments: public cloud, private 

cloud, and hybrid cloud. Public cloud has the similar 

property of service provider and is accessible in public, 

private cloud refers to being the property of a 

company, and hybrid cloud is the blends of public and 

private cloud. Most of the existing cloud services are 

delivered by large cloud service companies such as 

Google, Amazon, and IBM.  

A private cloud is a cloud in which only the 

authorized users have access to the services from the 

provider. In the public cloud anybody can access the 

cloud services whereas the hybrid cloud contains the 

concept of both public and private clouds. Cloud 

computing can reduce the cost and save organizations 

time, but trusting the system is more vital because the 

actual asset of any organization is the data which they 

share in the cloud to use the required services by 

putting it either directly or in the relational database 

or eventually in a relational database using an 

application[4]. 

Cloud computing brings multiple attributes that 

requires serious attention when it comes to trusting 

the system. The trust of the entire system relies on 

the data protection and prevention techniques used in 

it.  By the researchers numerous different techniques 

and tools have been introduced and tested for data 

protection and prevention to gain and remove the 

hurdle of trust but there are still gaps which need 

attention and are required to be lined up by making 

these techniques much better and effective. The 

meaning of security is plentiful. Security is the 

combination of confidentiality, the prevention of the 

unauthorized disclosure of information, integrity, the 

prevention of the unauthorized amendment or 

deletion of information, and availability, the 

prevention of unauthorized withholding of 

information [9]. 

 

The resource monitoring, resource management and 

resource security are the major issues in cloud 

computing. Currently, to deploy there are no 

regulations and standard rules. Applications in the 

cloud and there is a lack of standardization control in 

the cloud. In cloud numerous novel techniques had 

been implemented and designed; however, due to the 

dynamics of the cloud environment these techniques 

fall short of ensuring total security[12] 
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II. RESULTS AND DISCUSSION: 

3.1 Figures and Tables: 

   

 
 

 

III. CONCLUSION 

 

Cloud computing is a promising and emerging 

technology for the next generation of IT applications. 

The barrier and hurdles toward the rapid growth of 

cloud computing are data security and privacy issues. 

Reducing data storage and processing cost is a 

mandatory requirement of any organization, while 

analysis of data and information is always the most 

important tasks in all the organizations for decision 

making. So no organizations will transfer their data or 

information to the cloud until the trust is built 

between the cloud service providers and consumers.  

A number of techniques have been proposed by 

researchers for data protection and to attain highest 

level of data security in the cloud. However, there are 

still many gaps to be filled by making these 

techniques more effective. More work is required in 

the area of cloud computing to make it acceptable by 

the cloud service consumers. This paper surveyed 

different techniques about data security and privacy, 

focusing on the data storage and use in the cloud, for 

data protection in the cloud computing environments 

to build trust between cloud service providers and 

consumers . 
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ABSTRACT 

 

So as to forestall the spread of CORONA otherwise known as COVID-19 infection, nearly everybody wears a 

veil during COVID-19 scourge. This makes the old facial acknowledgment framework ineffectual by and large, 

for example, network access control, face access control, facial participation, facial security checks at train 

stations, and so on Along these lines, it is exceptionally earnest to improve the acknowledgment execution of 

the current face acknowledgment innovation on the veiled appearances with internal heat level identification. 

Current progressed facial acknowledgment frameworks are planned dependent on profound realizing, which 

rely upon a more noteworthy number of face tests. Be that as it may, as of now, there are no covered face 

acknowledgment datasets. To this end, there are three kinds of concealed face datasets, including Masked Face 

Detection Dataset (MFDD), Real-world Masked Face Recognition Dataset (RMFRD) and Simulated Masked 

Face Recognition Dataset (SMFRD). These datasets are effectively accessible, in light of which different 

applications on veiled countenances can be created. So, we reason a dependable technique dependent on 

dispose of veiled locale and profound learning-based highlights so as to address the issue of concealed face 

acknowledgment measure with internal heat level identification. 

 

I. INTRODUCTION 

 

The COVID-19 infection can be spread through 

contact and surface contact, thusly, the biometric 

frameworks dependent on passwords or fingerprints 

can't be utilized further in the perspective on 

wellbeing. It is demonstrated that most germs are 

spread with our hands. In this  

 

way a contactless validation framework adequately 

lessens the danger of spread of disease. Face 

acknowledgment are more protected with no 

compelling reason to contact any gadget. Late 

investigations on COVID-19 has demonstrated that 

wearing a face veil by solid and contaminated 

populace diminishes significantly the transmission of 

this infection. Nonetheless, wearing the veil face 

causes the accompanying issues: network access 

control and face confirmation are become 
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exceptionally troublesome errands when a fabulous 

piece of the face is covered up by a veil. existing face 

acknowledgment techniques are not productive when 

wearing a cover which can't give the entire face 

picture to portrayal. uncovering the nose area is 

significant in the undertaking of face 

acknowledgment since it is utilized for face 

standardization, present remedy, and face 

coordinating. Because of these issues, face veils have 

essentially tested existing face acknowledgment 

techniques. To handle these issues, we separate two 

unique assignments to be specific: 

 

1) face cover acknowledgment  

2) masked face acknowledgment  

3) Body temperature recognition.  

The first checks whether the individual is wearing a 

cover or no. This can be applied in broad daylight 

places where the cover is necessary. Veiled face 

acknowledgment, then again, intends to perceive a 

face with cover, in light of the eyes and the brow 

areas. Furthermore, the third one the internal heat 

level as fever is one of the side effects of the 

COVID19 So it will check internal heat level except if 

it comes to (37°c) or higher. In this paper we handle 

the subsequent errand utilizing profound learning-

based technique model so as to separate highlights 

from the exposed face locales (out of the veil area). It 

is Touchless passage framework with face/cover and 

fever acknowledgment. The validation framework 

can be incredibly useful to encourage general society 

in packed places, for example, clinics, schools, IT 

parks, and so on just as in lessening the spread of 

contamination.  

 

II. RELATED WORKS: 

 

Later designs, for example, Res Net have presented 

skip associations which permits further organizations 

to keep away from immersion in preparing precision. 

These structures are frequently utilized for starting 

element extraction in face identification organizations. 

In our strategy, we are utilizing VGG 16 design as the 

base organization for face recognition and Fully 

Convolutional Network for division. Despite the fact 

that dominant part of division designs depends on 

down inspecting and sequential up examining of info 

picture, Fully Convolutional Networks are humble 

and have exact methodology.  

Impediment work is a critical restriction of true 2D 

face acknowledgment strategy. By and large, it comes 

out from wearing caps, eyeglasses, covers just as 

whatever other articles that can impede a piece of the 

face while leaving others unaffected. In this manner, 

wearing a veil is considered as the most difficult facial 

impediment challenge since it blocks a fabulous 

portion of the face including the nose. Numerous 

methodologies have been proposed to deal with this 

issue. We can group them into three classifications in 

particular: nearby coordinating methodology, 

rebuilding approach and dispose of impediment-based 

methodology. Coordinating methodology: Aims to 

analyse the similitude between pictures utilizing a 

coordinating cycle. By and large, the face picture is 

examined into various patches of a similar size. 

Highlight extraction is then applied on each fix. At 

long last, coordinating cycle is applied among test and 

exhibition faces. The benefit of this methodology is 

that the examined patches are not covered, which 

maintains a strategic distance from the influence of 

impeded locales on the other useful parts. For 

instance, Martinez et al eix. tested the face area into a 

fixed number of neighbourhood patches. coordinating 

is then applied for comparability measure. 

Different techniques identify the central issues from 

the face picture, rather than neighbourhood patches. 

For example, Weng et al. proposed to perceive people 

of interest from their halfway faces. To achieve this 

assignment, they firstly recognized central issues and 

concentrate their textural and mathematical 
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highlights. Next, point set coordinating is completed 

to coordinate the acquired highlights. At long last, the 

comparability of two appearances is acquired through 

the separation between these two adjusted capabilities. 

Central issue-based coordinating technique is 

presented in Duan et al. Filter key point descriptor is 

applied to choose the suitable central issues. Gabor 

ternary example and point set coordinating are then 

applied to coordinate the neighborhood key focuses 

for fractional face acknowledgment. Rather than the 

previously mentioned strategies dependent on fixed-

size patches coordinating or key focuses recognition, 

McLaughlin et al. applied a biggest coordinating zone 

at each purpose of the face picture with no inspecting. 

Reclamation approach: Here, the blocked locales in 

the test faces are reestablished by the exhibition ones. 

For example, Bag chi et al. proposed to reestablish 

facial impediments. The location of the blocked 

districts is done by thresholding the profundity map 

estimations of the 3D picture. At that point the 

reclamation is taken on by Principal Component 

Analysis (PCA). There are likewise a few 

methodologies that depend on the assessment of the 

blocked parts. Deira et al. applied a factual shape 

model to foresee and reestablish the halfway facial 

bends. Iterative nearest point (ICP) calculation has 

been utilized to eliminate impeded locales in. The 

reclamation is applied utilizing a bend, which utilizes 

factual assessment of the bends to deal with the 

impeded parts. Halfway watched bends are finished 

by utilizing the bends model created through the 

PCA strategy. Dispose of impediment-based 

methodology: In request to dodge a terrible 

reproduction measure, these methodologies plan to 

distinguish districts discovered to be blocked in the 

face picture, and dispose of them totally from the 

component extraction and classification measure. 

Division based methodology is perhaps the best 

strategy that distinguish firstly the blocked district 

part, and utilizing just the non-impeded part in the 

accompanying advances. For example, Priya and Banu 

separated the face picture into little neighborhood 

patches. Next, to dispose of the blocked area, they 

applied the help vector machine classifier to identify 

them. At last, Mean put together weight lattice is 

utilized with respect to the non-impeded areas for 

face acknowledgment. Alyuz et al. applied an 

impediment evacuation and reclamation. They 

utilized the worldwide concealed projection to 

eliminate the impeded areas. Next, the fractional 

Gappy PCA is applied for the reclamation utilizing 

eigenvectors. Also, Yu et al. completed a halfway 

coordinating system to successfully takes out the 

impeded areas and afterward utilizing the non-

blocked locales in the coordinating cycle. Since the 

distribution of Alex Net engineering in 2012 by 

krizhevsky et al, profound CNN have become a 

typical methodology in face acknowledgment. It has 

likewise been effectively utilized in face 

acknowledgment under impediment variety. We find 

profound learning-put together technique based with 

respect to the way that human visual framework 

naturally overlooks the impeded districts and just 

spotlights on the non-blocked ones. For instance, 

Song et al. proposed a veil learning strategy so as to 

dispose of the element components of the concealed 

locale for the acknowledgment cycle. Enlivened by 

the superior of CNN based strategies that have solid 

vigor to enlightenment, outward appearance and 

facial impediment transforms, we propose in this 

paper a dispose of impediment-based strategy and 

profound CNN based model to address the issue of 

concealed face acknowledgment during COVID-19 

pandemic. Exploratory outcomes are completed on 

Real-world Masked Face Recognition Dataset 

(RMFRD) introduced.  

• RMFRD: A python crawler instrument is utilized 

to creep the front-face pictures of people of note 

and their comparing veiled face pictures from 

gigantic Internet assets. At that point, we 
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physically eliminate the preposterous face picture 

coming about because of wrong correspondence. 

The way toward separating pictures takes a great 

deal of labor. Additionally, we crop the precise 

face zones with the assistance of self-loader 

comment apparatuses, such as Labeling and 

LabelMe. The dataset incorporates 5,000 pictures 

of 525 individuals wearing veils, and 90,000 

pictures of similar 525 subjects without covers. 

Apparently, this is as of now the world's biggest 

true covered face dataset. Fig. 1 shows sets of 

facial picture tests.  

• SMFRD: In request to grow the volume and 

variety of the veiled face acknowledgment 

dataset, we in the interim have taken elective 

methods, which is to put on covers on the current 

public huge scope face datasets. To improve 

information control effectiveness, we have built 

up a cover wearing programming dependent on 

D-lib library to perform veil wearing 

consequently. This product is then used to wear 

veils on face pictures in the mainstream face 

acknowledgment datasets, as of now including 

LFW and Web face datasets. Along these lines, we 

moreover built a reenacted concealed face dataset 

covering 500,000 face pictures of 10,000 subjects. 

By and by the reenacted concealed face datasets 

can be utilized alongside their unique exposed 

partners.  

III. MOTIVATION 

 

We start by confining the cover area. Our principle 

reason for existing is to unhide the covered district. 

Right off the bat, we will begin with concealed 

district. To do so we apply an editing channel so as to 

get just the useful districts of the covered face. (for 

example, temple and eyes ones). By applying an 

editing channel to temple and eyes which isn't 

covered this assist with getting the basic view to 

coordinate the specific character.  

Next, we portray the chose areas utilizing profound 

learning model. Profound learning model are 

constructed utilizing neural organizations. A neural 

organization takes in inputs which are then handled 

in concealed layers. This technique is more 

appropriate in certifiable applications contrasting 

with reclamation draws near. Notwithstanding the 

ongoing achievements of profound learning structures 

in design acknowledgment assignments they have to 

gauge a large number of boundaries in the completely 

associated layers that require amazing equipment 

with high preparing limit and memory.  

To address this issue, we present in this paper an 

effective quantization based pooling technique for 

face acknowledgment utilizing VGG-16 pre prepared 

model. To do so we just consider the component maps 

at the last convolutional layer. The fundamental plan 

to speak to pictures as request less arrangements of 

neighborhood highlights.  

SBTL8033 is a Touchless Indoor Speed Gate based 

passage control arrangement with internal heat level 

recognition capacities. The passageway control 

framework is incorporated with cutting edge ZK 

facial acknowledgment terminals highlighted with PC 

vision innovation and keen facial acknowledgment 

calculations.  

This gadget joins obvious light facial acknowledgment 

innovation with infrared temperature recognition for 

exact and quick internal heat level estimation during 

client check.  

The profound quantization procedure presents 

numerous preferences. It guarantees a lightweight 

portrayal that makes true concealed face 

acknowledgment an achievable errand. In addition, 

the covered districts change from face to another, 

which prompts educational pictures from various 

sizes. The proposed profound quantization permits 

grouping pictures from various sizes so as to deal with 

this issue. Moreover, the Deep BoF approach utilizes a 

differentiable quantization plot that empowers 
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concurrent preparing of both the quantizer and the 

remainder of the organization, rather than utilizing 

fixed quantization just to limit the model size. It 

merits expressing that our proposed strategy doesn't 

have to learn on the mission area subsequent to 

eliminating the veil. It rather improves the 

speculation of face acknowledgment measure within 

the sight of the cover during the pandemic of Covid.  

 

IV. LITERATURE REVIEW 

 

Face acknowledgment has gotten huge consideration. 

Yet at the same time machine acknowledgment 

framework has arrived at just a specific degree of 

development. Model, acknowledgment of face at 

outside climate with consistent change in stance and 

light is an unsolved issue.  

This paper gives basic study of still face 

acknowledgment research. Presently, because of 

current COVID-19 pandemic face acknowledgment 

has reached to another level. Significant pieces of face 

i.e lips, nose, jaw are been stowing away because of 

face veil. Face acknowledgment simply through eyes 

and forehead is a major test.  

Indeed, even security is additionally one of the 

significant factors. The solid requirement for easy to 

understand frameworks that can make sure about our 

personality in an ocean of numbers is self-evident. 

Albeit, entirely dependable technique for thumb print 

biometric individual distinguishing proof exists, it 

isn't protected in the present state of COVID-19 

pandemic. It is demonstrated hazardous. 

Consequently, face acknowledgment is more secure.  

 

 

V. CONCLUSION 

 

In genuine situations (for example unconstrained 

conditions), human countenances may be blocked by 

different articles, for example, facial cover. This 

makes the face acknowledgment measure an 

exceptionally testing task. The proposed strategy 

accomplished a high acknowledgment execution. For 

the best of our insight, this is the main work that 

tends to the issue of concealed face acknowledgment 

during COVID-19 pandemic. It merits expressing that 

this examination isn't restricted to this pandemic 

period since many individuals are mindful continually, 

they deal with their wellbeing and wear veils to 

ensure themselves against contamination and to 

lessen different microbes’ transmission. 
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ABSTRACT 

 

Nowadays, airline ticket prices can vary dynamically and significantly for the same flight, even for nearby seats 

within the same cabin. Customers are seeking to get the lowest price while airlines are trying to keep their 

overall revenue as high as possible and maximize their profit. Airlines use various kinds of computational 

techniques to increase their revenue such as demand prediction and price discrimination. From the customer 

side, two kinds of models are proposed by different researchers to save money for customers: models that 

predict the optimal time to buy a ticket and models that predict the minimum ticket price. In this paper, we 

present a review of customer side and airlines side prediction models. Our review analysis shows that models 

on both sides rely on limited set of features such as historical ticket price data, ticket purchase date and 

departure date. Features extracted from external factors such as social media data and search engine query are 

not considered. Therefore, we introduce and discuss the concept of using social media data for ticket/demand 

prediction. 

Keywords : Survey, Ticket price prediction, Demand prediction, Price discrimination, Social media. 

 

 

 

I. INTRODUCTION 

 

The airline industry is considered as one of the 

most sophisticated industry in using complex 

pricing strategies. Nowadays, ticket prices can 

vary dynamically and significantly for the same 

flight, even for nearby seats as given in 

paper[119-128] and paper [28-42]. The ticket 

price of a specific flight can change up to 7 times a 

day.The Cheapest available ticket for a given data 

gets more or less expensive over time.This usually 

happens as an attempt to maximize revenue based 

on following things- 

1.Time of purchase patterns(i.e. last minute 

purchases are expensive) 

2.Keeping the flight as full as they want. 

 

The objectives of the project can broadly be laid 

down by following questions: 

 

1. Flight Trends 

2. Best time to buy 

3. Verifying myths 

 

From the customer point of view, determining the 

minimum price or the best time to buy a ticket is 

the key issue. The conception of “tickets bought 

in advance are cheaper” is no longer working. It is 

possible that customers who bought a ticket 

earlier pay more than those who bought the same 

ticket later. Moreover, early purchasing implies a 

risk of commitment to a specific schedule that 
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may need to be changed usually for a fee. The 

ticket price may be affected by several factors 

thus may change continuously. To address this, 

various studies were conducted to support the 

customer in determining an optimal ticket 

purchase time and ticket price prediction 

according to papers [267-276],[10-17], ,[87-

90],[84-89], [964-969]. 

 
 

 

 

II. RELATED WORK 

 

In the paper[1] author proposes reports on a pilot 

study in the domain of airline ticket prices where 

we recorded over 12,000 price observations over a 

41 day period. When trained on this data, Hamlet 

— our multi-strategy data mining algorithm — 

generated a predictive model that saved 341 

simulated passengers $198,074 by advising them 

when to buy and when to postpone ticket 

purchases. Remarkably, a clairvoyant algorithm 

with complete knowledge of future prices could 

save at most $320,572 in our simulation, thus 

Hamlet’s savings were 61.8% of optimal. The 

algorithm’s savings of $198,074 represents an 

average savings of 23.8% for the 341 passengers 

for whom savings are possible. Overall, Hamlet 

saved 4.4% of the ticket price averaged over the 

entire set of 4,488 simulated passengers.  

In the Paper [2] author proposes that the prices 

have become increasingly available on the worls 

wide web.They are able to comparison shop 

efficiently and to track prices over time. 

 

In the paper [3] author proposes A detailed 

discussion on the choice of forecast models and 

forecast variables is reported. A salient feature of 

the reported methods is that the forecast models 

can take into account the influence of market 

power on electricity prices. 

 

In the paper [4] author proposes paper presents 

general patterns in airline pricing behaviour and a 

methodology for analysing different routes and/or 

carriers. The purpose is to provide customers with 

the relevant information they need to decide the 

best time to purchase a ticket, striking a balance 

between the desire to save money and any time 

restraints the buyer may have. 

 

In the paper [5] author proposes Airline ticket 

price depends on many different dynamic factors, 

such as airline pricing policies, flight distance, 

class of service, airline, global population mobility, 

all of which define the travel demand. Ticket 

costs can vary significantly for the same flight, 

even for nearby seats. The model of airline tickets 

market varies from country to country and 

depends on the volume and structure of supply 

(number of airlines and air flights) and demand 

(number of passengers, seasonal peculiarities). 
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In The Paper [6] author proposes Airlines are one 

branch of these companies, having the available 

seats on a plane as their standing inventory. They 

divide these seats into several buckets, where 

each bucket has its own fare price. Airlines 

rearrange these seats across the buckets to make 

more money out of them, this creates changes in 

the prices which customers have to pay for the 

flight. Such that different customers pay different 

prices for tickets of the same flight. 

 

Machine Learning is an idea to learn from 

examples and experience, without being explicitly 

programmed. Instead of writing code, you feed 

data to the generic algorithm, and it builds logic 

based on the data given. The process of training 

an ML model involves providing an ML algorithm 

(that is, Machine Learning Algorithm) with 

training data to learn from. The data classification 

can be performed on structured or unstructured 

data. The main goal of classification is to identify 

the category/class to which a new data will fall 

under. We can use these ML models to get 

predictions on new data for which target is 

unknown. II. GENRAL STRUCTURE Fig : 

General Structure of ML Model The above figure 

represents the general structure of an ML model. 

The data are split into Training and Test Data 

respectively. The Training Data is passed to 

trough the ML algorithms for enabling the 

machine to learn and apply it on the test data to 

predict the solutions. The such predicted solutions 

can be used for comparisons, calculate the 

accuracy.

 

 

III. LITERATURE REVIEW SUMMARY TABLE:

 

Paper 

no. 

Paper title Methodology Advantages Drawbacks 

1 “Mining airfare data to 

minimize ticket 

purchase price”-

ETZIONIETAL 

(2017) 

 

Rule learning (Ripper), 

Reinforcement learning (Q-

learning), time series 

methods, and combinations 

of these 

 

An average of 61.8% 

savings achieved as 

compared to optimal 

saving. 

 

Limitations 

in data set 
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2 “An agent for optimizing 

airline ticket 

purchasing”- 

WILLIAMGRO AND 

MARIAGIN 

(2017) 

 

PLS regression Decision 

tree,nu-SVRRidge 

Regression 

 

75.3% saving for the as 

compared to optimal 

saving. 

 

Does not 

consider 

heterogeneo

us flights 

 

3 “APPROACH TO PRICE 

FORCASTING”-

WOHLFARTHETAL(20

18) 

 

Marked point processes 

(MPP) for Preprocessing 

 

Data collected for 28 days 

for 6 routes 

 

 

55% 

performanc

e 

 

4 “OPTIMALPURCHASE 

TIMING”- 

DOMINGUEZ-

MENCHEROET 

(2017) 

 

Non-parametric isotonic 

regression 

 

2 months daily price 

information extracted 

30 days 

 

NULL 

 

5 “DATA DRIVEN 

MODELLING”-

ANASTASIA 

(2018) 

 

Regression Model 

 

Ticket price data 

collected for 75 days 

 

The dataset 

set is 

limited 

 

6 “A LINEAR QUANTILE 

REGRESSION MODEL” 

-T.JANSSEN 

(2018 ) 

 

Linear quantile mixed 

regression model 

 

Performs well for shorter 

period 

 

Inefficient 

for longer 

period 

 

 

 

IV. CONCLUSION: 

After surveying the papers published before we 

conclude that the majority of the methods used in 

papers above made use of traditional prediction 

models from the computational intelligence research 

field known as Machine Learning. It was difficult for 

the customer to purchase air ticket due to the high 

complexity of the pricing models applied by the 

airlines because the prices change dynamically. Many 

features that can vary the base price of a ticket was 
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not considered. There were problems that was 

encountered during manual data collection and 

previous works done in the field of airfare price 

prediction. From the experiments we concluded 

which features influence the airfare prediction at 

most. Future this project could be extended to predict 

the airfare prices with higher performance 

considering few other features. 
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ABSTRACT 

 

Agriculture is the major source for living for the people of India and also plays a major role in economy and 

employment. Soil is an important key factor for agriculture .There are several soil varieties in India.. In order to 

predict the type of crop that can be cultivated in that particular soil type we need to understand the features 

and characteristics of the soil type. The common difficulty present among the Indian farmers are they don’t opt 

for the proper crop based on their soil necessities. Because of this productivity is affected. This problem of the 

farmers has been solved through precision agriculture. Machine learning techniques provide a flexible way in 

this case. Classifying the soil according to the soil nutrients is much beneficial for the farmers to predict which 

crop can be cultivated in a particular soil type. Data mining and machine learning are still an emerging 

technique in the field of agriculture and horticulture. 

 

KEYWORDS: Agriculture, Machine learning, Soil, Classification 

 

 

I. INTRODUCTION 

 

India is one of the biggest producers of agricultural 

products and still has very less farm productivity. 

Productivity needs to be increased so that farmers can 

get more pay from the same piece of land with less 

labor. Many researches are being carried out, in order 

to attain an accurate and efficient model for crop 

prediction. 

 

Data mining is a challenging technology in the field 

of agriculture. Nowadays data mining has been used 

in the field of agriculture for soil classification, 

wasteland management, and crop and pest 

management [1]. In assessed the association rules of 

affiliation methods in DM and applied into the soil 

science to anticipate the significant connections and 

gave association rules to different soil types in 

agriculture. The agriculture factors such as rain, 

weather, soil type, pesticides and fertilizers are the 

main responsible to increase the production. Crop 

cultivation depends on the nature and the nutrients of 

the soil increasing the cultivation of land which 

brings a loss of supplements present in the soil. 

 

Machine learning is a field of computer science where 

new developments evolve at recent times, and also 

helps in automating the evaluation and processing 

done by mankind, thus by reducing the burden on 

human power. In simple terms, machine learning 
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provides basic algorithms that can provide 

information about a dataset without writing code to 

solve a program manually. Instead of writing code 

you provide data or the basic algorithm and it forms 

its own conclusions based on this data.  In machine 

learning, the methods are derived from the learning 

process. Those methodologies need to learn through 

experiences to perform a particular task. 

 

Classification is a data mining technique based on 

machine learning which is used to categorize the data 

item in a dataset into a set of predefined classes. It 

helps in finding the diversity between the objects and 

concepts. Among these various machine learning 

techniques that are being used in this field; this 

system builds an efficient and accurate model to 

classify the soil type according to nutrients of soil and 

predict the type of crop that can be yielded in that 

particular soil. Also this information can further be 

used by the Minister of Agriculture, Food & 

Marketing Industrialist, etc. to grow the business and 

economy of the country. 

 

II. LITERATURE SURVEY  

 

The requirements and planning is needed for 

developing software model. The author’s [2] start 

from the basics of precision farming and move 

towards developing a model that would support it. It 

deeply studies the basics of precision farming. A 

model that applies Precision Agriculture (PA) 

principles to small, open farms at the individual 

farmer and crop level, to affect a degree of control 

over variability. This model has been designed for the 

scenario in Kerala State where the average holding 

size is much lower than most of India. Hence this 

model can be positioned elsewhere in India only with 

some modifications. The comprehensive objective of 

the model is to deliver direct advisory services to even 

the smallest farmer at the level of his/her smallest plot 

of crop, using the most accessible technologies such as 

SMS and email. 

 

The algorithms [3] used for yield prediction in this 

system are Support Vector Machine and K-nearest 

neighbour algorithm. The importance of crop 

selection and the factors deciding the crop selection 

like production rate, market price and government 

policies are discussed. This system will propose a Crop 

Selection Method (CSM) [4] which solves the crop 

selection problem and improves net yield rate of the 

crop. It suggests a series of crop to be selected over a 

season considering factors like weather, soil type, 

water density, crop type. The predicted value of 

influential parameters determines the accuracy of 

CSM. Hence there is a need to include a prediction 

method with improved accuracy and performance. 

 

The system [5] aims to solve the crucial problem of 

selecting the classifiers for the ensemble learning. The 

proposal aims to achieve higher accuracy and 

performance. This project emphasizes the need for 

accuracy because it depends on the dataset and the 

learning algorithm. The performance of the models 

was compared with accuracy and computational time.  

It proposes a framework which would predict the 

production, and import for that particular year. At the 

end of the process we would be able to visualize the 

amount of production import, need and availability. 

Therefore it would help to make decisions on 

whether food has to be further imported or not. The 

soil dataset are analyzed and category predicted. 

 

The future work stated is to create efficient models 

using various classification techniques such as support 

vector machine, principal component analysis soil. 

For crop growth to their possible, the soil must 

provide acceptable environment for it. Soil is the 

anchor of the roots. Texture determines how porous 

the soil is and the comfort of air and water movement 
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which is essential to prevent the plants from 

becoming waterlogged. The water holding capacity 

determines the crop's ability to absorb nutrients and 

other nutrients that are changed into ions, which is 

the form that the plant can use. The activity of 

microorganisms present in the soil and also the level 

of exchangeable aluminum can be affected by PH. 

The water holding and drainage determine the 

infiltration of roots. Hence for the following reasons 

the above stated parameters are considered for 

choosing a crop. 

 

 

III. CRITICAL REVIEW OF RESEARCH PAPERS 

 

Sr. 

No. 

Title Author Methodology Used Result 

1. Crop 

Recommendati

on System for 

Precision 

Agriculture 

S.Puduma

lar, 

E.Ramanu

jam, 2016  

1. Random tree 

 2. CHAID  

3. KNN  

4. Naïve Bayes  

5. WEKA tool 

1. Pre-processing of data  

2. Handling missing and out-of-range 

values  

3. Feature extraction 4. Ensemble 

model to get higher accuracy 5. Rule 

generation 

2. Agriculture 

decision 

support system 

using data 

mining  

Prof. 

Rakesh 

Shirsath, 

2017 

1.Subscription based system  

2. ANN  

3. Android application 

4. Personalized content  

1. Android app with a login module  

2. Previously planted crops known to 

system  

3. User feedback mechanism  

4. Maintenance of crops. 

3. A Study on 

Various Data 

Mining 

Techniques for 

Crop Yield 

Prediction  

Yogesh 

Gandge, 

Sandhya, 

2017 

1. Attribute selection 2. 

Multiple Linear Regression  

3. Decision Tree using ID3  

4. SVM  

5. Neural Networks  

6. C4.5 8. K-means and KNN  

1. Selection of agricultural field  

2. Selection of crop previously 

planted  

3. Input from user  

4. Preprocess  

5. Attribute Selection  

4. RSF: A 

Recommendati

on System for 

Farmers  

Miftahul 

Jannat 

Mukarra

ma, 2017  

1.Location Detection 2.Data 

analysis and storage  

3.Similar location detection  

4. Recommendation 

generation module. 

1. Physiographic, thermal, crop 

growing period, crop cropion rate  

2. Seasonal crop database  

3. Similar location detection  

4. Generating the set of crops  

5.Similarity between the crops 

planted in a region  
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IV. TAXONOMY CHART 

 

Parameters → 

Systems ↓ 

K-nearest 

neighbour 

Support Vector 

Machine 

Internet 

Connectio

n Required 

Precision 

Agriculture 

Agro-

Consultant 

Crop Prediction System using 

ML 

Yes No Yes No No 

Crop Recommendation 

System for Precision 

Agriculture  

Yes Yes Yes Yes No 

Proposed System Yes Yes Yes Yes Yes 

 

V. CONCLUSION 

 

Our work would help farmers to increase 

productivity in agriculture, prevent soil degradation 

in cultivated land, and reduce the chemical use in 

crop production and efficient use of water resources. 

A model is proposed for predicting the soil type and 

suggests   a suitable crop that can be cultivated in the 

soil. Our future work is aimed at an improved data set 

with a large number of attributes and also suitable 

fertilizers are suggested for the well growth of the 

crop cultivated. 
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ABSTRACT 

 

One of the most difficult things for current Artificial Intelligence and Machine Learning systems to replicate is 

human creativity and imagination. Humans have the ability to create mental images of objects by just 

visualizing and having the general looks description of that particular object. In recent years with the evolution 

of GANs (Generative Adversarial Network) and its gaining popularity for being able to somewhat, replicate 

human creativity and imagination, research on generating high quality images from text description is boosted 

tremendously. 

Through this research paper, we are trying to explore various GANs architectures to develop a model to 

generate plausible images of birds from detailed text descriptions with visual realism and semantic accuracy. 

Keywords: GAN, AI, ML 

 

 

I. INTRODUCTION 

 

GAN (Generative Adversarial network) : 

GANs consists of two components- Generator and 

Discriminator which are constantly in touch with 

each other working in tandem. The generator 

generates images and the discriminator then assess 

those images and provide feedback to generator about 

the correctness of the generated image in comparison 

with real images of the same object. The two neural 

networks constantly compete with each other to 

become more accurate in their predictions. The 

generator creates new images based on the feedback 

provided by the discriminator and the discriminator is 

trained by providing real images. The generator 

improves to fool the discriminator and the 

discriminator trains itself to not get fooled by the 

generator. The basic structure of GAN is shown in Fig. 

1.

 
Fig. 1. Basic Structure of GAN 

  

 

II. LITERATURE SURVEY 

 

In 2014, Ian Goodfellow and his colleagues designed 

Generative Adversarial Network with the idea of 
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broadening scope of neural networks from just 

prediction and classification to allowing them to 

generate their own images. Though originally 

proposed as a form of generative model for 

unsupervised learning, GANs have also proven useful 

for semi-supervised learning, fully supervised 

learning and reinforcement learning. After various 

architectures developed to generate images by 

providing text description the quality of images along 

with semantic accuracy can be discussed from the 

Table-1. 

 

 

 

Table-1 : Literature Survey 

 

III. TAXONOMY CHART 

 

Table-2: Taxonomy Chart 

 

 

 

 

 

 

 

 

Sr. 

No. 

Paper Name Advantages 

 

Limitations 

1. Generative Adversarial Text to 

Image synthesis  

1st major model for text to 

image synthesis 

Lacks image quality. 

Does not work properly with 

different variety of datasets 

2. StackGAN++: Realistic Image 

synthesis with Stacked 

Generative Adversarial Networks 

 

Improves the quality of 

image substantially 

Difficult to train. 

Highly unstable and sensitive 

to hyper parameters. 

3. MirrorGAN: Learning Text to 

Image Generation by 

Redescription 

 

Semantic consistency of 

image is highly improved. 

Modules are not jointly 

optimized with complete end-

to-end training. 

4. Learn, Imagine and Create: Text 

to Image Generation from prior 

knowledge. 

Both visual realism and 

semantic accuracy is highly 

improved over baseline 

models. 

Modules are not jointly 

optimized with complete end-

to-end training. 

Attributes 

Model 

Image Quality Semantic   

Accuracy 

Inception Score 

(COCO dataset) 

Inception Score 

(CUB dataset) 

DC GAN LOW LOW 8.20 3.6 

STACK GAN MEDIUM LOW 8.45 3.7 

STACK GAN++ HIGH MEDIUM 8.30 3.82 

MIRROR GAN MEDIUM HIGH 26.47 4.56 

LEICA GAN MEDIUM MEDIUM 20.42 4.62 
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IV. CONCLUSION 

 

Considering the results of the existing system, we will 

address the limitations on the quality of image with 

semantic accuracy and visual realism, by proposing a 

system that can improve both the parameter’s and 

improve the overall inception score considerably.  

Also maintaining the consistency of output quality on 

other different non-standardized datasets will be one 

of the goals while developing a module. 
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ABSTRACT 

 

3D models are used for a variety of domains including video games, movies, architecture, illustration, 

engineering, and commercial advertising. We have seen significant progress in 3D model generation and 

reconstruction in recent years. There are multiple approaches, or method to do it. We discuss about different 

approaches in this paper, such as 3D Generative Adversarial Network (GAN), Differentiable Interpolation-

based Renderer (DIB-R), Hierarchical Surface Prediction. We also discuss advantages, and limitations of these 

approaches. In the end it shows the results produced by them.  

Keywords:  3D Model, GAN, DIB-R, Image, Neural Net 

 

 

I. INTRODUCTION 

 

A. What is a 3D Modeling ? [9] 

 

3D modelling is the process of using software to 

create a mathematical representation of a 3-

dimensional object or shape. The created object is 

termed a 3D model and these 3-dimensional 

models are employed in a spread of industries. 

The 3D modelling process produces a digital 

object capable of being fully animated, making 

it an important process for character animation 

and lighting tricks. The core of a model is the 

mesh which is a collection of points in space. 

These points are mapped into a 3D grid and joined 

together as polygonal shapes, usually triangles or 

quads. Each point or vertex has its own position 

on the grid and by combining these points into 

shapes, the surface of an object is created. 

B. 3D Models generation from Images  

Images are 2D, and they do not have complex 

structure, they are just 2D matrices of pixel values. 

Images often contain objects from real world like 

a car, table, or a bird. These real-world objects are 

3D, and can be represented in 3D graphics also, as 

we see in animated movies, and games. Creating 

3D model manually is very time-consuming task, 

therefore automation is must. Hence, 3D Model 

generation from images(2D). We in this survey 

paper try to explain the progress being made in 

this area. 

 

C. What is GAN ? [9] 

A Generative Adversarial Network (GAN) has 

two neural net (Generator and Discriminator): 

The generator learns to generate plausible data. 

The generated instances become negative training 
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examples for the discriminator The discriminator 

learns to differentiate the generator's fake data 

from real data.  The discriminator penalizes the 

generator for producing implausible results. And 

in the end we can use that generator alone to 

generate our own examples/data which never 

existed i.e. 3D model in this case. 

 

II. LITERATURE SURVEY 

 

A. 3D Reconstruction from single 2D Image [2] 

This was published by Deepu R, and Murali S in 

2016. It uses corners of objects in an image, and 

then calculate depth, and length of objects. This 

method requires only one image. In some images, 

corners detection-based approach cannot give 

enough depth information to reconstruct 3D 

model. As this is not a complete ML based 

approach to generate 3D models, it can fail often 

on real world objects. 

B. Hierarchical Surface Prediction for 3D Object 

Reconstruction [7] 

Convolutional Neural Networks have shown 

promising results for 3D geometry prediction. 

They can make predictions from very little input 

data such as a single-color image. A major 

limitation of such approaches is that they only 

predict a coarse resolution voxel grid, which does 

not capture the surface of the objects well. This 

proposes a general framework, called hierarchical 

surface prediction (HSP), which facilitates 

prediction of high-resolution voxel grids. The 

main insight is that it is sufficient to predict high 

resolution voxels around the predicted surfaces. 

The exterior and interior of the objects can be 

represented with coarse resolution voxels. This 

approach is not dependent on a specific input type. 

It shows results for geometry prediction from 

color images, depth images and shape completion 

from partial voxel grids. Our analysis shows that 

high resolution predictions are more accurate 

than low resolution predictions in this method. 

C. 3D GAN [1] 

3D-GAN applied GAN in learning latent 3D space, 

and it can generate 3D voxel models from the 

latent space by extending 2D convolution into 3D 

convolution. Combining 3D-GAN with WGAN-

GP, 3D-IWGAN can generate high-quality 3D 

models with a more stable training process. Wang 

et al. utilized an encoder–decoder as generator of 

the adversarial network to address 3D shape 

inpainting. Then a long-term recurrent 

convolutional network (LRCN) was employed to 

refine the generated results to obtain more 

complete 3D models in higher resolution. Chen et 

al. proposed text2shape system which combined 

3D generation with natural language processing. 

The network encoded the text, then regarded the 

results as a condition, and utilized WGAN to 

decode it into a 3D model related to input text. 

D. Learning to Predict 3D Objects with an 

Interpolation-based Differentiable Renderer 

(DIB-R) [5] 

Unlike other approaches, this uses a whole new 

way to generate 3D models. It introduces a new 

renderer called DIB-R. DIB-R gives control to the 

end of how pixel value gets calculated in the 

rendering process of a 3D model. It introduces a 

new rendering pipeline just like OpenGL, and 

DirectX have their own pipelines. The difference 

is DIB-R has differentiable pipeline, which means 

it open doors to Machine Learning in rendering 

process. A GAN trained using the method 

proposed in this paper can predict 3D model with 

lighting, and texture. 

The overall finding of the above discussion is 

given below as Table-1 
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Table -1: Critical Review of Research Papers 

Sr. 

No. 

Paper Name Advantages Limitations 

1. Learning to Predict 3D 

Objects with an 

Interpolation-based 

Differentiable Renderer 

It can generate 3D model with 

texture, and lighting with complete 

control of rendering 

- Too much computational 

power requirement  

- Model resolution can be 

improved 

2. 3D Reconstruction from 

single 2D Image 

It uses corners of objects in an image, 

and then calculate depth, and length 

of objects. It requires only one 

image.  

In some images, corners 

detection-based approach cannot 

give enough depth information 

to reconstruct 3D model.  

3. Learning a Probabilistic 

Latent Space of Object 

Shapes via 3D Generative-

Adversarial Modeling. (3D-

GAN, 3D VAE-GAN) 

ML based approach, learns latent 

space (space where similar points are 

closer) from training data. It can give 

good results even with less than 25 

training examples per class.  

The model learns latent space, 

but cannot find relationship 

between different groups of 

similar points in the space, which 

can give better results. 

4. Hierarchical Surface 

Prediction for 3D 

Object Reconstruction 

- Faster than GAN which uses 

differential rendering. 

- Can generate model when single 

input image given 

- No texture, lighting with 3D 

model 

- Model is not smooth 

 

III. TAXONOMY CHART 

 

               Attributes → 

 

Approaches ↓ 

3D Model  

Quality 

Is ML based 

approach 

Type (Image 

or Model) 

Resources 

required 

Hardware 

Required 

DIB-R 
HIGH YES 

Images & 

Models 

25-30 Models 

25-30 Images 
GPU 

3D Reconstruction 

from single 2D Image 
LOW NO Image 

1 Image 

1 Depth Map 
Basic CPU 

3D GAN, and 3D VAE 

GAN 
MEDIUM YES 

Models & 

Images 

25 Models 

25 Images 
GPU 

Hierarchical Surface 

Prediction for 3D 

Object Reconstruction 

HIGH YES Image 
25-30 Models 

25-30 Images 
GPU 
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IV. RESULTS 

 

Results of various method or approaches are shown in below Figure-1. 

 

 
 

Figure-1: Results of various research papers 

 

V. CONCLUSION 

 

We observed that a Model should find relationship 

between different groups of similar points in the 

space, and reduce time-consumption for output 

generation [1]. Finding depth (z index) with a corner 

detection-based approach cannot give good results [2]. 

We also observed that if we make rendering pipeline 

differentiable, then it opens possibility for Machine 

Learning to control rendering. Taking rendering into 

consideration also opens possibility to predict textures, 

and lighting. Some approaches are very close to 

predict perfect 3D models which can be used in 

production, but still there is still need of 

improvement. Computational power, and data 

required are two main factors which need to 

considered. 
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ABSTRACT 

 

Humans are known to be the most intelligent species on the earth and are inherently more health conscious. 

Since Centuries mankind has discovered various healthcare systems. To automate the process and predict 

diseases more correctly machine learning methods are attending popularity in research community. We need to 

implement machine learning methodologies to identify the best-predicted values related to the patients in their 

respected health condition and also need to analyze the previous health records. For that, we need to maintain 

a repository or the warehouse where we need to maintain digital data related to the patients and their 

treatment. 

Keywords: Healthcare, Health Card, QR Code, Prediction, Methodology. 

 

 

 

I INTRODUCTION 

 

The main aim of this research paper is to store the 

overall health information of the patient in a Digital 

card. This card will consist of all the medication 

details, reports etc. of the patient .The 

implementation of the project has be done in 

Artificial Intelligence (Machine learning using 

python). 

 

I.1 Machine Learning 

Machine learning is the main background of this 

prediction process and the data we acquired from the 

medical application. This application details can be 

informed in the later sections and the information we 

gathered can be used for the machine learning models 

for better prediction of what is going to happen for 

the patient in future and what are the main constrains 

the patients have to follow if there are any problems 

with their health condition.[9][10] 

 

I.2 Data Collection 

We need to collect the data from some sources in our 

environment and in our circumstances. We need to 

create a repository which will be useful for 

maintaining the stability in gathering the information 

from other sources. In collection of information we 

may get noisy data and we need to remove them 

using pre-processing methodology. This process will 

maintain the stability and ambiguous information in 

the repository[6-9] 
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I.3 Decision Tree 

 

Fig-1. Decision tree example 

A Decision Tree has influenced a wide area of 

machine learning, covering both classification and 

regression. In decision analysis, a decision tree can be 

used to visually and explicitly represent decisions and 

decision making. As the name goes, it uses a tree-like 

model of decisions. Though a commonly used tool in 

data mining for deriving a strategy to reach a 

particular goal, its also widely used in machine 

learning.[11]as shown in the fig-1.example 

 

I.4 Random Forest Tree 

Random forest, like its name implies, consists of a 

large number of individual decision trees that operate 

as an ensemble. Each individual tree in the random 

forest spits out a class prediction and the class with 

the most votes becomes our model’s prediction (see 

fig2. example). 

 

 
Fig-2.Random forest tree example 

In data science speak, the reason that the random 

forest model works so well is:A large number of 

relatively uncorrelated models (trees) operating as a 

committee will outperform any of the individual 

constituent models. 

 

I.5 Digital Card 

The Digital Card consists of the QR Code scanner 

which can be only accessed by the doctor and the 

receptionist in the hospital. The QR Code looks like 

as follows [16][17].  

This QR Code contains the following information 

related to the patient and their treatment information 

a. Name b. Gender c. Age d. Weight e. Height f. 

Contact info g. Habits h. Food Type i. Any Previous 

Disease information j. Duration of the suffering k. 

Current symptoms. l. Lab reports m. Scanning Reports 

n. Medication History o. Current Medication p. 

Current Review updatesq. Current Lab Reports (If 

Any) r. Next Review Updates. 
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Fig-3.Layout of Health Card 

It explains the structure of the medical card and the 

information related to the patients can be stored in 

the QR Code which we are generating on the card. 

 

II LITERATURE SURVEY 

Healthcare Models Smart cards offer a new 

perspective for healthcare applications due to the 

security level provided for data storage. Smart cards in 

healthcare applications can be used for storing 

information including personal data, insurance policy, 

emergency medical information, hospital admission 

data and recent medical records [3]. Numerous 

healthcare systems around the world start using smart 

cards to improve the quality of healthcare services [4]. 

Different healthcare models have been proposed 

either on national level; e.g. in Germany [5] or 

regional level; e.g. in US. [6].  

In the field of machine learning and artificial 

intelligence, we can look up to several ways to predict 

health condition, maintain the records and get rid of 

Inconsistencies, redundancy and data loss. The same 

is achieved by:-“Disease prediction technique using 

data mining techniques” which pacts with the 

prediction of heart diseases using different machine 

learning algorithms. It excerpts raw data from the 

database and provides analysis of the working of the 

heart. “Computer based diagnosis using artificial 

neural network”  

II.1 Research 

It consists of the information related to different 

research identifications in the field of medical. NCBI 

is the main repository for the medical information 

identification. All the medical records and the 

information related to different researches in the 

medical domain can be identified in NCBI 

repository.[1] Here we gathered information related 

to some of theresearch works over the globe. They are 

as follows: 

II.1.1 Jougen Research 

Jougen [1] and his team worked on the principle of 

identifying the comparison between different paper 

based and electronic health records of the patients. 

EHR also referred as Electronic Health Records is the 

base function of many other things like digital 

maintenance of the reports, files, care sheets etc. All 

the information which are on the paper can be 

converted to the digital records using EHR. EHR is a 

very powerful thought of mankind to maintain health 

records into digital format. 

II.1.2 Kathrin M Cresswell 

Kathrin M. Cresswell [3] Deals with the format of 

EHR maintenance in the health record maintenance 

in this research work mentioned in the science direct. 

He was dealing with the inpatient clinical records 

maintenance of different hospitals. 

II.2 Existing System 

There are many different designed on the health care 

most effective thing in the medical there will be a 

large amount manipulated and the performance 

machine learning models will best features we 

include in our systems of this kind of work eQR Code 

and data security The QR Code will help the doctor 

best way to treat the patient information. 

 The current mainly focusing on how the repository 

and not even process of maintaining those 

performance of predictions [4].  
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The overall finding of the above discussion is given below as Table-1.  

Table-1: Comparative review of Existing Research Papers 

 

 

III TAXONOMY CHART 

 

 

Sr. 

No. 

Paper Name Author Method Proposed Limitations 

1.  A Smart Card 

Based Healthcare 

System  

 

Hakim Fourar-

Laidi 

E. Turhan Tunali 

Access accurate health data 

quickly. 

Encryption Keys and Digital 

signature. 

Software Reusability.  

Internet supported 

system ,Network issue. 

Technical problem risks 

are high.  

2.   A Case Study For 

Bangladesh for 

Healthcare System  

 

Prof. Mohammad 

Ariful Bashed. 

Palash Chandra 

Roy 

Secure and Authenticated and 

Data Communication. 

Speed ,Portability  

Efficient to use and easy interface. 

Less Cost-efficient. 

User needs to put correct 

data or else it behaves 

abnormally. 

3.   Electronic 

Healthcare Model 

Based on Smart 

Card For Saudi 

Medical Centres. 

Ebtisam 

Alabdulqader  

Hakim Fourar-

Laidi 

 

Pharmacies provide the 

prescription only when insurance 

company allows. 

Synchronization system 

synchronizes data every time 

patient uses card.  

Redundancy of data is 

seen. 

No unique ID is provided 

to the card. 

Parameters→ 

 

Papers ↓ 

QRCode 

On 

Card 

Downloadof 

Health 

Information 

Trackingof 

Data 

Using 

unique ID 

Health 

Prediction 

Easeof 

Access 

Stake holder 

Iinvolvement 

ASmart Card Based 

Healthcare System  NO NO NO NO YES YES 

A Case Study For 

Bangladesh for Healthcare 

System  
NO NO YES NO YES YES 

Electronic Healthcare 

Model Based on Smart 

Card For Saudi Medical 

Centres 

YES NO NO YES NO YES 
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Table-2: Taxonomy chart 

IV RESULT  

Decision trees and random forests are supervised 

learning algorithms used for both classification and 

regression problems. These two algorithms are best 

explained together because random forests are a 

bunch of decision trees combined.[7] There are 

ofcourse certain dynamics and parameters to consider 

when creating and combining decision trees. 

Initially data will be generated application and in the 

first phase decision tree model and after results we 

transfer the remaining random forest for the better 

prediction Here we get the highest accuracy forest 

than DT.[2] Fig-4 will represent the random forest 

and decision the result of the disease gathered. 

 

 
 

Fig-4: Result of Training data with Decisiontrees and 

the random forest decision boundary implementation. 

 

 

 

 

V CONCLUSION 

The main purpose of this paper is to determine work 

on medical database with the help of digital card to 

store information and analyse.This research paper 

focuses on storing the patients’ health information in 

the digital card,analysing and designing a system 

where patients real-time information can be 

processed and evaluated based on previous symptoms 

and on current symptoms for different diseases. By 

this paper we have concluded that Random Forest, 

Decision tree are the best algorithms with higher 

accuracy rate than others for predicting and 

analysis.[13] So in future we can continue this paper 

by implementing these algorithms for better results 

and working model. This paper also outlines the 

technique to deploy this method to android and web 

platform to analyse and predict using real time data of 

users  by collaborating with doctors and various 

medical organization.[5] 
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ABSTRACT 

 

Smart Passenger is a smart device which is used to keep driver away from his drowsiness and makes his journey 

peaceful. Smart Passenger keeps interacting with the driver so that he stays awake during his entire journey. 

Smart passenger has features such as mist spraying of water, alarm system, alcohol detection, etc. Smart 

passenger interaction with the driver will be completely based upon driver’s interest as well as his hobbies. A 

camera fixed with this device keeps track over the driver’s movement of eyes and face using ML algorithms. 

Once the drowsiness is detected, stage of drowsiness will be checked & appropriate action is performed.  

 

KEYWORDS - Machine learning, IoT, NLP, Drowsiness. 

 

 

I. INTRODUCTION 

 

Based on a study by AAA Foundation on Traffic 

Safety about 328,000 drowsy driving crashes occur 

annually.  The same study found that 109,000 of those 

drowsy driving crashes resulted in an injury and 

about 6,400 were fatal. To reduce these accidents, we 

have come up with a smart device which acts as a 

companion with a driver during his entire journey 

and keeps him awake. This device has a built-in 

camera which keeps track on the eyes and mouth of 

the driver. It also has a microphone which is used by 

driver to interact with device. Based on these inputs, 

this device alerts the user in various ways such as mist 

spraying of water or raising an alarm. Its main 

functionality is to interact with the driver and asking 

him different set of questions based upon his/her 

interest. Driver has to fill few information in his 

account on the Smart Passenger website where he can 

upload his area of interest, hobbies, etc. all the things 

which he loves to talk about. Then this device uses 

this given data and ask question based on it. Suppose 

if the driver gives interest as “Cricket” then the device 

will ask questions like “Hey buddy, who is your 

favourite cricketer?” or “What do you like most about 

cricket?”. Also, device will ask questions based on his 

personal information such as “Which is your favourite 

holiday destination?” and if the user answers wrong 

or answers late, then device performs appropriate 

actions. Apart from this, it also has a GPS inside 

which helps him send his location to the specified 

contact. Not only device asks question but also the 

driver can ask questions such as “Hey smarty, what’s 

the weather condition in Pune?”. Smart passenger 

gives real time information to the driver fetching data 

from the internet. Once the driver is found drowsy, 

first step is to keep interacting with him. If still he 

feels drowsy, then the next step is to mist spray of 

water over his face to make him feel fresh enough. 

This water will be in a very little amount and won’t 
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stumble. Still if he feels drowsy, then an alarm is 

raised with a high volume so that he wakes up as well 

as nearby passing vehicles also be alert from the 

driver. It contains an alcohol sensor which detects if 

the driver is drunk. If found drunk, it asks driver not 

to drive car and also sends a message with location to 

the given contact number. 

 

II. Functions Of Smart Passenger 

 

A. Alcohol Detection  

Alcohol detection is one of the features in this device 

which uses sensor to detect alcohol and raise an alarm 

for warning other passing cars.  

MQ3 sensor is used in detecting the alcohol. 

MQ-3 gas sensor has high sensitivity to Alcohol, and 

has good resistance to disturb of gasoline, smoke and 

vapour. This sensor provides an analogue resistive 

output based on alcohol concentration. When the 

alcohol gas exists, the sensor's conductivity gets 

higher along with the gas concentration rising. 

Whenever the user enters the car, the stinky smell of 

alcohol is detected by this sensor and informs the 

microprocessor to raise an alarm.  

 

 
                Figure.2.1 MQ3 Sensor 

 

 

 

B. Water Spray 

Water spray is key functionality of this device. This 

device sprinkles a very low amount of sweet smell 

water over user face to make him feel fresh. This 

spray won’t stumble driver as the amount of water is 

very less. This uses a small refillable bottle with a 

spray notch head over it. It is actuated using a 100 

RPM centre shaft DC motor. With the help of this 

motor, the spray nozzle is actuated.  

 
Figure. 2.2 DC Motor 

 

C. Realtime Location 

 

If the driver is drunken, then his real time location 

is sent to the specified mobile number which he has 

added to his profile as an emergency contact. This 

will help his relatives to track him if he meets with 

an accident due to drunken drive. Also, in future 

scope this location can be forwarded to nearby 

police stations so that cops can trace him. It uses a 

REB 4216 GPS module to locate the driver. Based on 

the latitude and longitude, the driver’s location can 

be found. This will get internet connectivity 

through a GSM module which consist of only 

internet scheme. 
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      Figure.2.3 GPS Module 

 

D. Drowsiness Detection 

This device’s main functionality is drowsiness 

detection. Using computer vision algorithms, we can 

automatically detect driver’s drowsiness in real time 

video stream and then take appropriate action. It uses 

Raspberry Pi Camera module to detect drowsiness. To 

detect drowsiness, we first have to detect eye blinks 

in video stream. If the eye is closed for more than a 

specified threshold, then drowsiness is detected. This 

is done by finding Eye Aspect Ratio (EAR). It is 

represented by ∑ (x, y) co-ordinates, starting from the 

left corner of an eye and then working clockwise 

around remainder of the region.  

 
Figure.2.4 EAR 

 

So, after getting these 6 co-ordinates of an eye, we can 

then derive an equation that reflects thin relation 

called the Eye Aspect Ratio.  

 

 EAR = || P2 – P6 || + || P3 - P5||_ 

   2|| P1 – P4|| 

 

Where p1, p2…., p6 are facial landmark locations. 

The numerators of this equation compute the eye 

verticals landmarks, while the denominator computes 

the distance between horizontal eye landmarks. Since 

there is only one set of horizontal points but two sets 

of vertical points.  

So, how EAR equation detects the blink of eye? Well, 

the EAR is approximately constant while the eye is 

open but will rapidly fall to zero when an eye blink 

occurs. 

 
Figure.2.5 EAR Calculation 

 

So, consider Fig.2.5, on the left side we have an eye 

which is fully open – the EAR is large and constant 

over time. However, once the person blinks the eye, 

EAR decreases to zero, then rapidly increases again, 

indicating a single blink has taken. 

Using same technique, we compute eye aspect ratio 

for each eye, which gives us singular value. We than 

have declare the constant “Threshold” i.e. 0.25 & 

“Frame check” i.e. 20 in our algorithm.  

So, if eye aspect ratio falls below this threshold, we 

will start counting number of frames the person has 

closed their eyes for. If the person’s eye is closed for 

more than 20 frames, then it will be detected as 

drowsy and appropriate action will be taken. 

 

http://www.ijsrst.com/


International Journal of Scientific Research in Science and Technology (www.ijsrst.com) | Volume 5 | Issue 8 

 

© 2020 IJSRST | Print ISSN: 2395-6011 | Online ISSN: 2395-602X | Published : 18/12/2020 - 284-288 

 

 

 

 

 
287 

E. Human Machine Interaction 

By using tokenization algorithms in NLP (naive Bayes 

and LSTM), human machine interaction is made 

possible. Data generated from conversation are 

unstructured data. Unstructured Data usually do not 

fit properly into the traditional row and column 

structure of databases, and represents the vast 

majority of data available. Similarly, whatever user 

speaks through microphone is unstructured and we 

need to handle this which is very messy and complex 

part. During this process we use tokenization 

technique of NLP where segments of the voice are 

broken into small piece of text called token where 

each token will be a word spoken by the user from 

microphone. Suppose if user says “Hey Smarty, what’s 

the weather condition in Pune?” While driver is 

speaking this tokenization, technique breaks it into 

tokens like [Hey][Smarty][what’s][the] 

[weather][condition][in][Pune]. Once it is broken 

into tokens it becomes easy to understand what user 

said by accessing these tokens. Tokenization removes 

the commas, question mark, etc so that processing 

time is reduced. 

 

III. Working Of Smart Passenger 

 

 
Figure. 3.1. Working of Smart Passenger 

 

Working of Smart Passenger is very simple, driver 

first interacts with smart passenger using an inbuilt 

microphone. At the same time, this device keeps 

monitoring driver’s face to detect drowsiness. This 

thing continues in a loop for long time. If any alcohol 

gas is detected inside the car, MQ3 Sensor will detect 

the gas and makes a call to alert system.  

 

For drowsiness detection it, performs several 

operations such as extract frame, find facial landmarks, 

calculate EAR, etc. Based on that decision is made 

whether driver is drowsy or not. If drowsy, then a call 

to alert system is made.  

 

For Natural Language Processing, the input taken 

from microphone is given to NLP algorithm. Then the 

algorithm processes the sound with different 

operations such as morphological processing, syntax 

analysis, semantic analysis, etc. Based on that smart 

passenger interacts with the driver. Also, if the user 

fails to answer the question to in given time then a 

call to alert system is made. 

 

Questions asked to the driver are based on the profile 

which driver filled while creating an account on 

smart passenger official website. This data is accessed 

over the internet into the smart passenger and based 

on this the entire conversation is planned.    

 

IV. Applications 

 

• Smart Passenger reduces road accident cases 

caused due to drowsiness of driver. 

• It provides a virtual travel partner when a driver 

is on a solo trip for a long distance. 

• It can be used in cars, trucks, trains, etc. 

• It reduces health risk caused due to anti sleeping 

pills taken by driver during long distance journey. 
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VI. CONCLUSION 

 

We identified a major problem in the society which 

was car accident due to drowsiness and found a 

solution of installing a Smart Passenger in the car so 

that driver doesn’t fall asleep during his journey. Also, 

we stated many different features of Smart Passenger 

such as Human-Machine interaction, Alarm, Alcohol 

detection, etc. 
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ABSTRACT 

 

Detection of brain tumor requires brain picture segmentation as well as, manual discovering brain MR pictures 

segmentation is a hard task. It needs the required time, non-recurring activity, non-uniform Segmentation and 

in addition segmentation outcomes can vary greatly from professional to expert. The first discovery of brain 

tumor is essential to lessen the mortality price in patients. There is a very urgent need of automatic brain image 

segmentation. Hence, proposed work focused on development of machine learning algorithm for automatic 

segmentation. This paper presents the latest literature review and newly developed “TumorHunt” algorithm 

Keywords: Image Processing, Machine Learning, CNN, Segmentation 

 

 

I. INTRODUCTION 

 

There are numerous benefits of applying virtual 

images approaches just like data isn't changed when 

it's produced over and over and preserves ingenuity, 

improvement of pictures causes function less difficult 

for doctors to understand as well as , speedy 

assessment of images [1,2,3]. Image segmentation is a 

significant and so difficult element in the medical 

graphic segmentation. Automatic brain tumor 

detection [4] and segmentation [5] encounters various 

problems and challenges. It is a trial to segment brain 

tumor within an automatic digital program as it 

entails diagnosis, physics linked to MRI along with 

strength as well as, structure evaluation of MRI image. 

The significant concern with brain tumor 

segmentation is usually which usually any tumor 

differs in type of shape, size, picture intensities and 

area. Hands-on segmentation of brain tumor 

mandates human being specialists and so it requires 

lots of time, making a pc assisted program meant for 

brain tumor recognition as well as , segmentation an 

appealing approach [6]. Diverse techniques for brain 

tumor detection and segmentation have already been 

proposed. A brain tumor can be an abnormal 

development of body cells within just the brain, 

which may be malignant or perhaps noncancerous 

(harmless). Magnetic resonance imaging (MRI) gives 

comprehensive information regarding brain tumor 

structure as well as , functions as an important pre 

processing stage with respect to tumor recognition 

[7,8]. Appropriate measurements in brain diagnosis 

are very challenging due to various shapes, 

appearances of tumors and sizes. Tumors may develop 

quickly leading to disorders in border cells 

additionally, gives a standard unusual framework for 
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healthier tissues as well. MRI is actually found in the 

biomedical to discover and envisage better 

information in the inner structure of your body [9]. 

This technique is actually utilised to find any 

variations in the cells that have a much better 

procedure when compared with calculated 

tomography. Which means this creates this system an 

extremely particular 1 for the brain tumor 

recognition as well as , malignancy imaging. 

To get correct image evaluation, sharpening among 

any image is definitely required which may be 

attained by applying diverse strategies. Seeing that 

right away sound has been eliminated through the use 

of several low pass filter systems [10], we have to 

sharpens the picture as we are in need of the razor-

sharp edges considering this can help us which can 

identify the border of the tumor. Existing methods 

are available but there is a need of deep learning 

practices to maintain high accuracy. Hence, this paper 

provides details of new algorithm named 

“TumorHunt” which is developed using machine 

learning and deep learning models. 

 

II.  METHODS AND MATERIAL  

 

Unsupervised learning centered clustering has been 

effectively utilized for brain tumor segmentation by 

group info predicated on specific likeness 

requirements. Author mixed fuzzy clustering because 

of region-growing meant for brain tumor instances 

scanned by T1- weighted as well as , T2-weighted 

sequences and accomplished a segmentation precision 

of 73%. A multi-level fuzzy c-means framework was 

proposed to portion brain tumors diagnosed by means 

of multimodal MRI as well as , acquired possible 

outcomes, however the suggested structure was 

examined on an extremely modest quantity of 

datasets [11].  

Most recently, a study is actually completed to 

examine diverse clustering algorithms pertaining to 

glioblastoma segmentation, as well as , outcomes 

demonstrated which usually Gaussian hidden Markov 

random discipline perform better k-means, fuzzy k-

means and Gaussian combination model because of 

this activity. Nevertheless, the very best executing 

algorithm explained in this research still just 

accomplished 77% precision. However, supervised 

learning centered strategies require teaching data as 

well as , label pairs to understand a classification unit, 

predicated on that new situations could be 

categorized and segmented [12].  

Author exercised super pixel aspects in a conditional 

arbitrary areas platform to segment brain tumors, 

however the results varied considerably between 

diverse individual conditions and specifically 

underperformed in LGG pictures. A report was 

proposed where really randomized forest was utilized 

meant for classifying both overall look as well as , 

context established features nd 81% Dice rating was 

achieved. Recently, author even more bundled 

extremely randomized trees classification with very 

pixel based mostly over-segmentation pertaining to 

an individual FLAIR sequence founded MRI scan that 

acquired 84% general Dice rating of the entire tumor 

segmentation for both LGG as well as , HGG tumor 

instances. However, the tuning of super pixel size and 

simplicity could possibly be tricky as well as , impact 

the ultimate delineation [13]. 

 
Figure 1: Stages of brain tumor 
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The majority of the recent conventional analysis 

techniques derive from human encounter in 

interpreting the MRI-scan for opinion; certainly this 

escalates the likelihood to fake detection as well as , 

recognition of the brain tumor [14]. However, 

employing digital graphic refinement guarantees the 

speedy and precise recognition of any tumor. 

Probably the most effective ways to acquire info via 

complicated medical images which has diverse 

software in medical field may be the segmentation 

procedure. The primary goal of the image 

segmentation is usually to partition a graphic into 

mutually unique and so exhausted areas in a way that 

every area of interest is usually spatially continuous as 

well as , the pixels within just the spot are 

homogeneous regarding a predetermined 

requirements.  

Trusted homogeneity requirements consist of ideals of 

intensity, consistency, color, range, area curvatures 

and surface normal. Color centered segmentation 

employing K-means clustering [15] intended for brain 

tumor detection has were proposed, where better 

results had been attained using the designed 

algorithm than that in additional edge recognition 

algorithms. A altered technique was suggested that 

also considers the proportion evaluation and any 

specific vital preceding details of the region of interest 

along with the region as well as , edge data in the 

tumor area of pathological instances. 

 

Edge depending segmentation [16] is detailed when it 

comes to discontinuities in picture characteristics as 

Gray level, texture, color etc. These types of 

discontinuities will be referred to as edges and so are 

recognized using edge recognition operators, a few of 

the generally utilized operators will be Prewitt, 

Laplace, etc. The Canny algorithm [17] may be used 

an optimal advantage detector predicated on a couple 

of specifications such as locating the most edges by 

reducing the mistake rate, marking edges as carefully 

as feasible to the real edges to increase localization, as 

well as , tagging edges only one time when a solitary 

border prevails for little results. 

Lately, supervised deep convolutional neural systems 

(CNN) (refer figure 2 below) [18] possess captivated 

plenty of interests. In comparison to conventional 

supervised machine learning strategies, these kinds of 

deep learning centered methods aren't reliant on 

manual offers, however, instantly find out a structure 

among progressively intricate features straight via 

data. 

 
Figure 2: Representation of CNN process 

 

Presently, using open up datasets and their particular 

benchmarking program, deep learning centered 

methods have already been scored along with the 

event. This is often imputed to the actual fact that 

deep CNN is usually built by means of putting many 

convolutional layers, that require convolving a sign or 

a graphic because of kernels to create a hierarchy of 
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features that will be better quality as well as , 

adaptable for the discriminative versions. 

Medical imaging performs an essential part in disease 

analysis as well as , treatment preparation and also 

medical monitoring. The assortment of MRI 

accumulation concerning its configurations and 

geometry (2D or 3D) likewise the major difference in 

machine may deliver deviation in the looks of the 

tumors which makes the automatic segmentation 

complex. A precise brain lesion segmentation 

algorithm predicated on multi-modal MR pictures 

could probably enhance the conjecture precision and 

so effectiveness for an improved solution setting up as 

well as , monitoring the condition progress. CNN’s 

have already been trusted in picture processing 

problems.  

Convolutional networks be capable of acquire a 

hierarchy structure of progressively intricate aspects 

making them very attractive. That is done by dealing 

with the result attribute maps of a convolutional 

coating as input stations to the next convolutional 

layer. 

One issue by way of various machine learning 

methods is usually which usually individuals carry 

out pixel category devoid of considering the 

neighborhood dependencies of labels. Otherwise, you 

can style label dependencies by taking into 

consideration the pixel-smart likelihood shows of a 

short CNN as extra insight to prepared pictures by 

way of TumorHunt algorithm. The detailed flowchart 

is shown in figure 3 below. 

 
 

Figure 3: Proposed system flowchart 
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TumorHunt Algorithm: 

 

1. Store dataset of brain MR images 

2. Apply Gabor filter to reduce noise level 

3. Array imgArr [] // for temporary image storage 

4. For (i=0; i<=imgArr; i++) 

5. do  

6. separate gray and white pixels and store in grArr[] 

and whArr[] 

7. if (invalid pixel)  

8. then segmentation result is invalid 

9. else 

10. feed to CNN model layer 

11. end 

CNN’s are found in image distinction, graphic 

acknowledgement, and object monitoring 

complications, as well as , carry large activities. 

Conventional image classification techniques 

generally include stages such as for example attribute 

diagnosis, characteristic removal, feature decrease, 

and so classification. Involving all these stages, 

characteristic recognition and extraction will be the 

most crucial phases when it comes to distinction 

effectiveness. Therefore, we recommended deep 

neural network to execute brain Large as well as, Low 

Quality Glioma (HGG/LGG) tumor segmentation. 

With a convolution by the end of TumorHunt 

algorithm we've an productive execution, the 

prediction at check time for a complete brain is 

captured 10 times quicker. 

 

 

III. RESULTS AND DISCUSSION  

 

In this study, we presented proposed research, a 

CNN-based delineation method designed for 

automatic brain tumor segmentation for early 

detection. To compare with other algorithms the 

developed Auto-Aliasing strategy and trained on 

multi-modality BRATS data. The competitive results 

obtained from BRATS2013 are shown in Table. The 

developed method ranked first in the tumor region 

factors analysis. This result indicates that proposed 

method performs well on multimodality image 

segmentation.  

Parameters 

Tested 

Proposed 

System Results 

Existing 

Results 

DSC 90.734 88.182 

PPV 0.789 0.540 

Accuracy 89.870 82.562 

 

 

 

IV. CONCLUSION 

 

As there is a need of automatic brain tumor 

segmentation, this paper described the new machine 

learning algorithm with deep CNN model training 

and testing. The proposed research is efficient to 

process MR images in a very fast way. This will 

provide quick diagnosis solution for patients. As 

machine learning algorithms are need more time for 

preprocessing, we used Gabor filter for processing of 

initial input set of images. This system further can be 

developed for more precise outcome using Artificial 

Intelligence support. 
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ABSTRACT 

 

The Healthcare conveyance framework is cost-restrictive, inefficient, and unsustainable in the current 

situation. Supporting this, Machine Learning (ML) has changed the manner in which associations and people 

use the information to improve the proficiency of a framework.AI calculations permit planners to manage an 

assortment of organized, unstructured, and semi-organized information. In this survey, various applications of 

Machine Learning and Natural Language Processing to ease the functionality of the health-care system was 

included. With the increase in workforce shortages and discontent in healthcare services, there is a need to 

provide assistant to professionals and normal people to ease the facilities and services on time, cost-effective, 

and efficiently at the local level. Artificial Intelligence is used to predict diseases based on a list of symptoms 

and provide treatment available. This will minimize the gap between service providers and localists. 

Keywords: Natural Language Processing, Machine Learning, Health Assistant, Artificial Intelligence. 

 

 

I. INTRODUCTION 

 

Advances in current innovations have caused a move 

towards computerized well-being in medical services, 

where clinical and authoritative exercises can be 

helped by Machine Learning algorithms and Natural 

Language Processing Models to provide healthcare 

services at ease. This requires efficient utilization of 

accurate medical records for analysis. An automatized 

Healthcare assistant chatbot system is a framework 

with human communication utilizing normal 

language analysis to give the basic medical guide to 

save time and money. 

 

Technical devices need a stage where they can 

comprehend the essential language of people and 

decipher it in a reasonable structure. Assuming a 

sound clip of an individual or individuals talking, 

determine the textual representation of the speech. 

This is something, contrary to text to discourse and is 

one of the amazingly troublesome issues informally 

named AI-complete. In normal discourse, there are 

not really any stops between progressive words, and 

thus speech segmentation is a necessary subtask of 

speech recognition. These models are used to interact 

with users to provide healthcare and medical 

guidelines. 

 

It has been discovered that the expense of getting a 

regular checkup from medical professionals, for an 

hour is expanded. Individuals don't discover time to 

look after their health. For clients with such a 
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bustling timetable, the healthcare bot gives major 

help. Medical services towards this path will convey 

incredible advantages to society, acquiring material 

upgrades normal life expectancies, and personal 

satisfaction. This will welcome on advanced 

development of the wellbeing area, described by the 

capacity to rapidly diagnose, identify emergency 

clinics and the professionals that are best prepared to 

treat the condition. Machine learning (ML), an 

important application of artificial intelligence (AI) 

that focuses on the advancement of computer 

programs that can access data and use it to train for 

themselves. The use of machine learning algorithms 

will produce prediction and recommendation based 

desired output for a particular system. The objective 

of Machine Learning in healthcare is very perplexing 

and requesting. Finding exact therapy alternatives for 

an individual dependent on their own medical 

history, lifestyle routines, hereditary information, and 

persistently changing neurotic tests. Normally, we 

have to bring the most remarkable AI procedures — 

profound Machine Learning algorithms, AI-driven 

inquiry calculations/recommendation’s fortification 

learning, probabilistic graphical models, semi-

directed learning to handle the issues. 

 

II. LITERATURE REVIEW 

 

The zone of Computer Science that centers around 

creating advances to improve wellbeing, prosperity, 

and medical care is generally known as eHealth. E-

Health can be defined as a way to interact with 

patients using technology. The aim is to assist the 

patients by lessening the complexity of their most 

basic tasks in the health domain, so as to add to the 

public medical services framework in a roundabout 

way. The Systems surveyed are described underneath. 

 

Divya Madhu et al. (2017) [1] proposed a system for 

predicting the disease based on symptom analysis and 

provides output in form of available treatment. The 

approach included Medical Assistance using a trained 

chatbot.  

The chatbot is built on different terms such as 

machine translation, virtual agent, dialogue system, 

and Chatterbot. The system also contained Medical 

details so as to deliver the desired information to the 

user whenever required. The proposed model is a 

simple and real-time chat system that works in cross-

platform devices and is easily integrated and 

upgradable. The medicine dosage recommended is 

based on age and weight provided by the user. 

Amruta Kulkarni et al. (2017) [2] elaborates on the 

prediction of diabetes and displays the use of an 

android device as a front end to store the collected 

data in cloud. The data stored in the cloud is used for 

accurate prediction of diabetes. The system relies on 

stored health parameters collected using heart 

sensors, glucose meter, etc. The service of the system 

is accessed using utilities of an android device such as 

a speaker, microphone, etc. The major algorithms 

used in prediction were Random Forest Algorithm 

and Logistic Regression. The predictive model 

analyses diabetes using stored data and predicts 

output with an accuracy of 80.01%. The design of the 

system satisfactorily eases its use for especially older 

patients. 

 

Sushree Satapathy et al. (2018) [4] proposed a 

Geographic Information System (GIS) based system 

that aims at providing information about nearest 

healthcare centers, helpline number in emergencies, 

prior first-aid knowledge, and availability of transport 

for a medical emergency by using technologies like 

machine learning and Geographic Information 

System (GIS). The main focus was to reduce the 

response time during medical emergencies and save 

lives by providing a platform for collaboration with 

caregivers like Clinics, Blood bank, Ambulance 

Services, etc. The prominent technologies used in the 
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system are Mapbox GL JS to manipulate spatial data 

and NodeJS to develop the back end along with the 

PostgreSQL database. The proposed system comprises 

three modules for three different stakeholders 

namely, User, Hospital, and Ambulance. Due to the 

presence of various stakeholders, all the essential 

medical emergency data is provided in a single 

application for easy usage. 

 

Muhammad Azeem Sarwar et al. (2018) [3] discusses 

the predictive analytics in healthcare by using six 

different machine learning algorithms on a specified 

dataset. The research also include comparison of 

algorithms in terms of accuracy and performance. The 

main goal of analysis is to ease the prediction of 

diabetes for doctors and practitioners using Machine 

learning techniques. Among various algorithms like 

SVM, KNN, LR, DT, RF, and NB, SVM and KNN gives 

highest accuracy for predicting the Indian dataset 

consisting 768 records. The both algorithms provide 

77% accuracy in comparison with other techniques. 

 

NaliniPriya G et al. (2019) [5] presents a smart 

personal health care assistant that tracks one’s 

activities, moods and suggests precautious actions 

accordingly. The system makes use of personal 

assistance chatbot to manage and revert the messages 

from the users by using machine learning techniques. 

The user can track their own lifestyle through the use 

of a system which will lead to a healthier life. The 

system comprises a wearable device containing 

sensors along with the mobile phone, connected via 

Bluetooth. This helps to keep a measure of body 

temperature, heart-beat rate, body movement, and 

breathe rate. The sensors embedded in the wearable 

devices sense the temperature and other parameters 

of a person and send the data to the control center. 

The system has the ability to capture the user’s voice 

message to revert it by matching the input with the 

database used. The system deals with Analog as well 

as Discrete data. The system is based on Logistic 

regression to provide an accuracy of 0.96 more than 

other machine learning algorithms. 

 

Moshuir Rahman et al. (2019) [6] demonstrates the 

implementation of Healthcare chatbot in the Bangla 

language. The system makes use of Machine Learning 

algorithms and customized Bangla datasets. The 

demonstration includes the use of six various 

supervised Machine Learning algorithms, concluding 

SVM for best performance. The system collects the 

user’s basic details in the preferred language in textual 

form, where the Name Entity Recognition algorithm 

is used to extract the name from the input provided 

by the user.  

The later phase consists of two basic commands 

mainly, Disease classification command and General 

command. The Disease classification command 

collects symptoms from the user and generates 

appropriate results based on training and testing 

dataset. Whereas in General command the user is 

provided with the information related to questions 

asked regarding health issues and its classification. 

The accuracy of the system is maintained by the use 

of the SVM algorithm. 

 

Prakhar Srivastava et al. (2020) [7] uses AIML 

(Artificial Intelligence Mark-up Language) to 

withdraw the patterns of messages. The symptoms 

extracted from the pattern snippets of the messages 

from the user’s conversation are matched with the 

database and further sent to the bot engine for 

prediction and diagnosis. Algorithms like K-nearest 

neighbor (KNN) and SVM hold good command over 

complex classification tasks to split the data in 

training and testing sets, so as to accurately classify 

the disease and pass on the suggestions. The bot 

makes use of a closed-source, external recognition 

engine to revive the functionality of diagnosis. 
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Zhibin Liao, Qi Wu et al. (2020) [8] proposed a 

Medical Data Enquiry system using a Question 

Answering model based on Natural Language 

Processing. The QA system was developed in 

PyTorch. The system built is for health professionals 

which are based on SQLOVA models and BERT. The 

system was fine-tuned using a dataset for 100 epochs, 

also the Bilinear similarity model is trained with the 

Adam optimizer by reducing the learning rate after 

epochs. The system was trained initially by 75 real 

questions and 455 back-translated questions with a 

retrieval accuracy of 78%. 

 

Marco Polignano, Fedelucio Narducci et al. (2020) [9] 

presents a system containing HealthAssistantBot 

(HAB) along with different modules. Initially, the 

user can create a profile, and the system identifies the 

condition of the user by System Checker (SC). These 

symptoms are analyzed and passed on to 

Recommender System (RS) where Machine learning 

algorithms are used to provide the outcome. The 

Virtual assistant processes the user’s input using 

Natural Language Processing models. To implement 

this intuitive process, the team designed the assistant 

as a Conversational Agent (CA) to interact with users 

in natural language. The CA comprises of Intent 

Recognition (IR) and Entity recognition (EI). The 

classification of disease in the Recommender system 

module is implemented using manual clustering of 

the dataset. The system gained a success ratio of 

76.271% on real use cases.  

 

Lekha Athota et al. (2020) [9] proposed the system 

based on Artificial Intelligence that diagnose the 

disease and display basic details about the disease 

before taking professional medical consult. The 

system is basically a chatbot that stores the database 

to recognise the question and makes query decision to 

answer the question. Ranking and question similiarity 

calculation is is estimated using n-gram, TF-IDF and 

cosine similarity. 

 

 

III. CONCLUSION 

 

This paper represents an analysis of the existing use of 

Machine Learning algorithms and Natural Language 

Processing models to decrease the time lapse between 

the health service and end-user to perfect the medical 

profession. Customized chatbot assistants, to provide 

medical care represents few difficulties, as the 

precision of result and implementation of efficient 

algorithms could ease the gap between doctors and 

patients today. By analyzing the above algorithms, the 

use of efficient algorithms like KNN, SVM, and 

Decision Tree achieves precision. This approach 

understands the need of a patient (user) before the 

need of the organization, to provide health care 

efficiently and on time. The accuracy is increased by 

making use of an appropriate dataset, and training the 

dataset to yield the precise result and prediction. 

According to the survey, efficient algorithms and 

accurate datasets lead the system to a safe and 

successful health-care assistance system. 
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ABSTRACT 

 

In today’s era, choosing the right career option is the challenging task. Starting at the early stage of life students 

usually fail to grasp the idea of which career to pursue as they lack maturity and the experience related to that 

field. Furthermore, students suffer greatly in deciding which career would result the highest benefit. Students 

do not have sufficient knowledge to take the decision on their own which may lead to complications in future. 

Choosing proper career can help the student to be successful by excelling his/her skills in that particular field. 

In this paper we present the detail study for choosing the right career option for an individual. Survey has been 

done for analyzing the different techniques for making right career choice.  

Keywords: Machine Learning, Classification algorithms, Career path prediction. 

 

 

I. INTRODUCTION 

 

Machine Learning (ML) is the study of computer 

algorithms that improve automatically through 

experience. It is seen as a subset of artificial 

intelligence. Machine learning algorithms build a 

model based on sample data, known as training data, 

in order to make predictions or decisions without 

being explicitly programmed to do so. Machine 

learning algorithms are used in a wide variety of 

applications. Machine learning helps the computers to 

act without explicitly being programmed. Simply it is 

giving computers the ability to learn by using 

statistical techniques [11]. This helps in solving very 

complex tasks and problems very easily and without 

involving much human labor. 

Nowadays students are getting confused about their 

right career path. Because of this confusion they are 

ending up with the career in which they are least 

interested. In today’s world competition is heavily 

increasing day by day. Mainly it is too heavy in 

present day’s technical society. Students need to be 

well organized and planned from initial stages of their 

education, so as to reach the goal. To help them in 

improving themselves, motivating themselves to a 

better career path. It is very important to constantly 

evaluate their performance, identify their interests 

and evaluate how close they are to their goal and 

whether they are in the right path that directs 

towards their targeted [11]. 

There are many new career opportunities in every 

field, because with the increase in research and 

exploration in various domains. The reasons for this 

confusion could be unawareness of self-talent and 

self-personality trait, unawareness of the various 

options available, equal interests in multiple fields, 

less exposure, market boom, assumed social life, peer-

pressure etc. This creates more confusion to the 

students to select one career option. There should be 

proper counseling of the student’s psychology, 
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interest and their capacity to work in a particular 

field [7].   Otherwise, student may select a wrong 

career option and the consequences of this wrong 

decision could be work dissatisfaction, poor 

performance, anxiety and stress, social disregard etc. 

There are career counseling services which are 

helping students to find their career goals, which is 

the reason counseling centers having been established. 

These counseling centers helps student to know the 

wide variety of options available for them. Now 

students can choose the best path for them provided 

by the counsellor. 

In this paper we are going to provide a machine 

learning model which will give you the career path 

prediction. To the best of our knowledge, there is no 

available benchmark dataset suitable for career path 

modeling [3]. We thus created new datasets by 

crawling fifteen popular career paths, namely 

engineer, doctor, pharmacist, lawyer, archaeologist, 

financial advisor, motivational speaker, chartered 

accountant, hotel management, wedding planner, 

writer, photographer, cabin crew, journalist and 

translator. For each career path we have an individual 

dataset. We have collected the dataset by forwarding 

the google form links to the students, teachers, 

professional which were containing some questions to 

answer. Likewise, we successfully completed the 

collection of datasets. 

 

II. LITERATURE REVIEW 

 

[1] Roshani Ade & P. R. Deshmukh (2014). In this 

paper for classification of students using 

psychometric tests. They used incremental naive 

bayes algorithm. And the results were TP- 

Rate_0.896, FP Rate_0.01, Precision_0.903, 

Recall_0.896, F-Measure_0.893 and ROC- 

Area_0.99. In future naïve bayes algorithm can 

be used as a weak classifier in the ensemble 

concept for incremental learning. 

[2] Ahmad F. Subahi (2018). He proposes a data 

collection strategy to build the required career 

path prediction dataset for a promising data-

driven system. A new artificial neural network 

(ANN) approach for career path prediction was 

used. 

[3] Ye Liu, ET AL (2016). They have created a career 

path prediction model for career path instead of 

going to the fortune tellers. They have collected 

the information from various social networks. 

And the future work is to extend the model to 

consider the source descriptiveness and learn the 

source confidence adaptively. 

[4] Beth Dietz-Uhler & Janet E. Hurn (2013). So, 

they have used a learning analytics to predict 

student success through a perspective of faculty. 

In this paper, they defined about learning 

analytics, how educational institutions has been 

used it, what learning analytics tools are 

available and how faculty can make use of data 

in their courser to improve the performance of 

students.  

[5] Min Nie, ET AL (2020). In past, professional 

career appraisers used questionnaires to suggest 

the best career path for a student, instead of that 

they have created a career choice prediction 

based on campus big data mining the potential 

behavior of college students. Algorithm used is 

XGBOOST (ACCBOX). Accuracy of ACCBOX 

was 0.638. 

[6] Amer Al-Badarenah & Jamal Alsakran (2016). As 

we know that there are recommendation systems 

for the recommendation purpose while online 

shopping, movies, songs, etc. In that way they 

have created an automated recommender system 

for course selection which will be easy for 

students to choose the right subject for them.  

[7] Nikita Gorad, ET AL (2017). Keeping in mind 

that selecting the right career is one of the 

important decisions. Some students end up 
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selecting wrong decision. For that purpose, they 

have created a career counselling model using 

data mining. They used adaptive boosting 

algorithm which gave around 94% of accuracy. 

[8] Dileep Chaudhary, ET AL (2019). For selecting 

an appropriate career path, they have created a 

student future prediction model using machine 

learning. Algorithms used were linear regression, 

decision tree and random forest, to improve 

accuracy they used adaptive boosting over the 

algorithms. 

[9] Vivek Kumar Mourya, ET AL (2020). They have 

created a career guide application using machine 

learning. Through this application students can 

easily choose a best career path for them. The 

machine learning algorithm used for predicting 

is a clustering algorithm named as K-means 

algorithm. 

[10] Lakshmi Prasanna & DR.D.Haritha (2019). 

Keeping recommender system in mind, they 

have created a smart career guidance and 

recommendation system. This paper proposes 

feasible predictions for student’s field selection 

based on their marks and choice of interest. Ten 

to eleven machine learning algorithms were used 

for the predictions. In which logistic regression 

gave 82% accuracy. In future we can use 

clustering methods for better understanding. 

[11] K. Sripath Roy, ET AL (2018). They have created 

a student career prediction model using 

advanced machine learning techniques. 

Algorithms used are support vector machine 

(SVM), xgboost and decision tree. SVM gave 

more accuracy with 90.3 percent and then the 

XG Boost with 88.33 percent accuracy. 

[12] Mubarak Albarka Umar (2019). A case study of 

student academic performance prediction using 

artificial neural networks was presented. This 

study presents a neural network model capable 

of predicting student’s GPA using students’ 

personal information, academic information, and 

place of residence. Thus, the model correctly 

predicts 73.68% of student performance and 

specifically, 66.67% of students that are likely to 

dropout or experience delay before graduating. 

[13] Ezenkw.C.P, ET AL (2017). In this paper, an 

Automated Career Guidance Expert System (AC-

GES) has been developed using case-based 

reasoning (CBR) technique. AC-GES is to assist 

high school students in choosing career paths 

that best suit their abilities based on their 

previous performances in some selected subjects, 

using Nigerian students as a case study.  

[14] Elaf Abu Amrieh, ET AL (2016). They have used 

data mining technique in educational data to 

predict student’s academic performance using 

ensemble methods. They have used bagging, 

boosting and random forest (RF) and set of 

classifiers such as artificial neural network, naïve 

bayesian and decision tree. The obtained results 

reveal that there is a strong relationship between 

learner’s behaviors and their academic 

achievement. 

[15] Sudheep Elayidom, ET AL (2009). They have 

applied data mining on dataset using statistical 

techniques for career selection. This will help 

the students in a great way in deciding the right 

path for them for a bright future. The software 

developed is simple to use besides being 

reasonably accurate. Moreover, the user-friendly 

interface used in this project turns out to be easy 

to handle and avoid complications.  

[16] Maha Nawaz, ET AL (2014). In this paper they 

have created an automated career counseling 

system for students using case-based reasoning 

(CBR) and J48. This model presents an 

automated system that copies a one-to-one 

meeting with a professional career counselor. 

Out of the two algorithms tested, CBR gave the 

highest accuracy and Decision tree J-48 gave the 
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lowest accuracy. The results indicate that the 

system is capable of correctly proposing majors 

with approximately 80% accuracy when 

presented with sufficient data and features. 

 

III. CONCLUSION 

 

Career path prediction is essential as it helps to 

identify the interest, self-talent, and potential of the 

student. If the student takes the wrong decision in the 

early stage of his/her career he/she will face a lot 

many problems like lack of interest, leaving the 

course uncompleted, frustration, wastage of time and 

money etc. It is very important to build reliable 

models which can predict career path so that the 

student can escape huge loss and it is also difficult to 

start with the new career option in this competitive 

world. The paper presents a review of career path 

prediction. It projects many attributes and techniques 

used to predict career path. The purpose of the paper 

is not to introduce a new technique but to review the 

implementation and understanding of the existing 

models. In this paper, 16 techniques have been 

discussed. From the survey conducted it is understood 

that predicting career path is important for student. 
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ABSTRACT 

 

Machine Learning is an emerging research field in crop yield analysis and crop prediction analysis too. Yield 

prediction and crop prediction are very important issue in agricultural. India being a farming nation, its 

economy transcendently relies upon farming yield development and agroindustry items. Ranchers for the most 

part have the outlook of planting a similar yield, utilizing more composts and following the public decision. 

The normal issues the vast majority of the ranchers confronting today is about forecast of harvest and yield. 

Any farmer will be interested to know which crop to grow, so that it increases its yield production. This paper 

describes various methods and algorithm's used for crop prediction and crop yield prediction. 

 

Keywords: Climate, Machine Learning, Algorithms, Prediction. 

 

 

I. INTRODUCTION 

 

The primary objective of agricultural arranging and 

planning is to accomplish most extreme yield pace of 

harvests by utilizing set number of land assets. Many 

AI calculations can help in improving the creation of 

harvest yield rate. At whatever point there is 

misfortune in negative conditions. We can apply crop 

choosing technique and diminish the misfortunes. 

Also, it tends to be utilized to pick up crop yield rate 

in ideal conditions. This boosting of yield rate helps in 

improving nation economy. We have a portion of the 

elements that impact the crop yield rate. They are 

seed quality and yield choice. We need to test the 

nature of the seeds prior to planting. As we realize 

that great nature of seeds helps in getting more yield 

rate. Also, determination of harvests relies on two 

things that is positive and troublesome conditions. 

This can likewise be improved by utilizing 

hybridization techniques. Numerous explores are 

completed to improve horticultural arranging. The 

objective is to get the greatest yield of harvests. 

Numerous order strategies are likewise applied to get 

most extreme yield of harvests. AI methods can be 

utilized to improve the yield pace of harvests. The 

technique for crop determination is applied improve 

crop creation. The creation of yields may rely upon 

geological states of the district like stream ground, 

slope zones or the profundity zones. Climate 

conditions like dampness, precipitation, temperature, 

cloud. Soil type might be dirt, sandy, saline or peaty. 

Soil organization can be copper, potassium, phosphate, 

nitrogen, manganese, iron, calcium, ph. esteem or 

carbon and various strategies for gathering. Numerous 
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boundaries are utilized for various yields to do 

extraordinary expectations. These expectation models 

can be concentrated by utilizing explores. These 

forecasts are named two types. One is traditional 

measurement technique and other is ML strategies. 

Traditional technique helps in foreseeing single 

example spaces. Furthermore, ML techniques helps in 

anticipating various forecasts. We need not to 

consider the structure of information models in 

traditional strategy where as we have to think about 

the structure of information models in Machine 

Learning techniques. 

AI (ML) is the investigation of computer calculations 

that improve naturally through experience. It is 

viewed as a subset of man-made reasoning. AI 

calculations assemble a model dependent on test 

information, known as "preparing information", to 

settle on forecasts or choices without being 

unequivocally customized to do as such. AI 

calculations are utilized in a wide assortment of uses, 

for example, email sifting and PC vision, where it is 

troublesome or impractical to create traditional 

calculations to play out the required assignments. A 

subset of AI is firmly identified with computational 

insights, which centres around making predictions 

utilizing computer systems; yet not all AI is 

measurable learning. The investigation of numerical 

streamlining conveys strategies, hypothesis and 

application spaces to the field of AI. Information 

mining is a connected field of study, zeroing in on 

exploratory information investigation through 

unaided learning. In its application across business 

issues, AI is likewise alluded to as predictive 

investigation. 

 

II.  LITERATURE SURVEY 

 

➢ Shrikant Kokate et al. 2020 [1] proposed a crop 

recommendation system using classifier models. 

The proposed framework is versatile as it very 

well may be utilized to test on various harvests. 

This project was basically made by taking a 

particular city into consideration and predicting 

the suitable crop for the area which falls under 

that city. The data set used had different modules 

such as rainfall prediction, weather report and 

crop section. Soil parameter contained soil type 

and soil ph value. The weather report was 

comprised of humidity, temperature, wind and 

rainfall. Dataset also had the information of crop 

production in the last 10 years in that particular 

area. The algorithms and techniques used were k-

nearest neighbour and decision tree algorithm. A 

comparative analysis was made between the two 

and it was found that accuracy of decision tree 

algorithm was 76.8% and that of KNN algorithm 

was 89.4%. Naïve Bayes classifier model was also 

used which had an average accuracy of 70-75%. 

The results showed that combination 

classification algorithm like naïve bayes and 

decision tree classifier are better performing than 

use of single classifier model. 

➢ S.Bhanumati et al. 2019 [2] proposed a model 

which predicted the crop yield production and 

efficient use of fertilizers. The proposed system 

predicted the result which will be helpful for 

farmers to know its overall yield of various crops 

so that he can choose the crop which will be 

giving highest yield. The system also tells the 

efficient use of fertilizer so that he can use only 

the required amount of fertilizer for the required 

field. The dataset contained parameters such as 

state name, district name, crop, area, season, etc. 

A comparative analysis was done between 

random forest algorithm and back propagation 

model. Random forest algorithm showed good 

results. Even the fertilizer data was trained using 

back propagation algorithm. As suggested a web 

application can be made to deploy the model in 

the future and make it user friendly. 
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➢ Suvidha Jambekar et al 2018 [3] have proposed a 

system of prediction of crop prop production in 

India using data mining techniques.  The dataset 

used was collected from the public ally available 

records of the Indian government for the duration 

of 64 years from 1950-2013. It consists of monthly 

rainfall, monthly mean temperature, area under 

irrigation, production. Regression analysis was 

used for prediction of crop production. Namely 

three regression algorithms like random forest, 

multiple regression and multivariate adaptive 

regression spline were used. The concluded 

results showed that the performance of 

multivariate adaptive regression splines was better 

as compared to multiple linear regression and 

random forest algorithm. 

➢ Niketa et al 2016 [4] have shown that the yield of 

the crop relies upon the occasional atmosphere. In 

India, atmosphere conditions shift unequivocally. 

In the hour of dry season, ranchers face major 

issues. So this mulled over they utilized some 

machine learning calculations to help the 

ranchers to recommend the harvest for the better 

yield. They take different information from the 

earlier years to assess future information. They 

utilized some SMO classifiers in WEKA to arrange 

the outcomes. The fundamental calculates that 

take thought are least temperature, greatest 

temperature, normal temperature, and earlier 

year's harvest data and yield data. Utilizing SMO 

device they arranged the past information into 

two classes that are high return and low yield. 

The acquired outcome for the crop yield 

expectation utilizing SMO classifier gives less 

exactness when contrasted with guileless Bayes, 

multilayer perceptron and Bayesian organization. 

➢ Eswari et al 2018 [5] have shown that yield of the 

harvest relies upon the discernment, normal, least 

and greatest temperature. Separated, from that, 

they have taken one more quality named crop 

evapotranspiration. The yield evapotranspiration 

is an element of both the climate and 

development phase of the plant. This trait is taken 

into thought to get a decent choice on the yield of 

the gatherings. They all gathered the dataset with 

these qualities and send as contribution to the 

Bayesian organize and group into the two classes 

named valid and bogus classes and contrasted and 

the watched orders in the model with a disarray 

network and bring the precision. At last, they 

presumed that harvest yield expectation with 

Naïve Bayes and Bayesian organization give high 

precision when contrasted with SMO classifier 

and gauging the harvest yield expectation in 

various atmosphere and trimming situations will 

be valuable. 

➢ Parul Agarwal et al 2019 [6] proposed a model for 

prediction crop yield prediction using machine 

learning algorithms. The main aim of the built 

system was to help choose the right crop to the 

farmer. The dataset used was collected online 

from official website of Indian government. The 

dataset comprised of temperature, rainfall and 

production of previous years. Various machine 

learning algorithms such as random forest 

algorithm, XG Boost classifier, logistic regression 

and KNN classifier were used. The results showed 

that Random forest algorithm had the highest 

accuracy. 

➢ J.P. Singh et al 2015 [7] have proposed a system in 

their paper which helps in improving the yield 

pace of harvests by applying grouping strategies 

and contrasting the boundaries. We can likewise 

do breaking down and expectation of harvests 

utilizing baysian calculations. The calculations 

utilized are Bayesian calculation, K-implies 

Calculation, Clustering Algorithm, Support 

Vector Machine. 

➢ Aditi Kharde et al 2018 [8] have inferred that the 

paper helps in foreseeing crop arrangements and 
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augmenting yield rates and making advantages to 

the ranchers. Additionally, Using Machine 

Learning applications with farming in 

anticipating crop sicknesses, examining crop re-

enactments, distinctive water system designs. IOT 

devices are used for temperature sensing, 

humidity sensing. An android application is built 

for displaying the required information. The 

calculations utilized are K-means Clustering. 

 

III. CONCLUSION 

 

This paper represents analysis of existing use of 

Machine Learning algorithms and Deep Learning 

algorithms for helping the farmer in choosing an 

efficient crop for his land. This paper describes 

various methods and algorithm's used for crop 

prediction and crop yield prediction. By analysing the 

above algorithms, use of efficient algorithms like 

KNN Algorithm, SVM, and Decision Tree achieves 

the precision. According to survey, efficient 

algorithms and accurate dataset lead to proper 

prediction of yield and crop. 
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ABSTRACT 

 

Ratings and Reviews affect our decision making drastically, the current review systems are usually centralized 

and can be tampered. In today’s era, choosing the right product has become an arduous task. So many options 

are available in the market, so many products are being advertised which make similar claims that the buyer 

gets confused which one is true and should be relied upon. It breeds a lot of dilemma in the mind of the 

customer. Essentially, a review helps to get the insight of the product, typically it describes what sets the 

product apart from others. A review offers valuable guidance from people who have used the product, it 

indicates what’s the worst or best that could happen. This paper presents a decentralized approach which 

avoids the central authorities by using blockchain technology. Survey has been done by studying different 

approaches for making a decentralized system for taking reviews. 

 

Keywords: Blockchain, Smart contracts, Ethereum ,IPFS, Online Consumer Reviews. 

 

 

I. INTRODUCTION 

 

Blockchain is a distributed ledger technology (DLT), 

that makes the history of any digital asset unalterable 

and transparent with use of decentralization and 

cryptographic hashing. Basically, it is a decentralized, 

distributed and a digital ledger having records known 

as blocks. The distributed ledger records the 

provenance of a digital asset. Each block has 

cryptographic hash of previous block, connecting the 

two. The linked blocks form a chain. 

An Enormous usage and growth has been seen in 

online reviews recently. These ratings and reviews 

are used for various purposes by Tripadvisor, Airbnb, 

Amazon, Alibaba, eBay etc. The trustworthiness of 

these reviews has been (and is being) questionable, as 

these reviews can be tampered by the central 

authority. Customers give reviews to express their 

experience with the product. A highly rated product 

is the first thing the customer look at and can be 

deciding factor to choose between products [1,2]. 

Consumers that rely on reviews have to trust atleast 

two parties involved, i.e the authors of the reviews 

and the operators of online portals. Untrustworthy 

reviews of single authors, e.g., an extremely positive 

review in between negative reviews, can possibly be 

recognized by consumers. The operators acts as 

central authority and can modify the data throughout 

this complete review process. In worst case, they can 

even exclude consumers from submitting their review 

[2]. 

 

Revain[5,1] is a platform for user reviews that uses 

IBM’s artificial intelligence. It filters out the potential 
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fake and low quality reviews and the good quality 

reviews are stored on Ethereum blockchain. The 

system consists of three components – firstly a stable 

token system using token (R and RVN). Secondly, 

IBM ‘s AI system for filtering out the quality reviews. 

Finally a immutable blockchain to store reviews so 

that they never get tampered with. 

 

In this paper, we study a decentralized review system 

using blockchain to resolve the problem of central 

authorities. Consumers no longer need to rely on 

central authorities as blockchains operate decentrally 

across a network of several nodes, in which every 

user can participate [2]. Rating and reviews can be 

stored on the block using smart contracts and assures 

distributed trust since it is nearly impossible to 

modify any transaction stored in the blockchain. The 

information stored in the blockchain is public , i.e 

anyone can search the chain for historical 

transactions, enabling consumers to submit and access 

trustworthy reviews.  

 

Ethereum is a blockchain, developed in 2014 by 

Vitalik Buterin. In comparison to the Bitcoin 

blockchain, which  handles accounts and transactions, 

Ethereum stores programming logic also. When 

paying for its execution, any turing-complete script 

can be run on Ethereum. Thereby, it enables 

decentralized apps without any possibility of 

downtime, censorship, or third-party 

interference[2,9]. Smart Contracts were first 

introduced by Szabo [8] in 1994. These are self-

executing contracts that operate autonomously. In 

Ethereum, smart contracts can be written by Solidity. 

Contracts are executed on several nodes  within 

Ethereum virtual machines (EVM). After executing a 

contract, nodes must reach a consensus of the 

calculated result [2,8].Once the consumer gives the 

review , the review will be stored on to the block and 

nobody can modify those reviews. These reviews can 

be referred as untampered reviews [2].Some 

requirements of this chain – 

1) Customer must have purchased the product. 

2) Customer must be distinguishable. 

After publishing a smart contract, the contract is 

executed by sending transaction to the contact 

address. This implementation can be done in two 

ways. 

 

The first way is by handling the transaction at the 

backend. The key pair(private and public keys) will 

be generated at the backend. The signing of 

transactions also is also done in the backend[2]. The 

other way is using an app for creation and generation 

of the keys like metamask. 

 

The drawback of the first way is that the keys are 

stored on the backend which acts as a central database 

which can be exploited. 

 

Metamask can be used for generating of keys and 

helping in transaction. Along with Metamask, 

customer reviews are stored into the blockchain 

which can increase the storage cost. To reduce this 

cost, a distributed file-system can be used such as 

InterPlanetary File System(IPFS), each item on IPFS 

can be identified by a hash and can be accessed by 

URL. The hash came from IPFS, then can be stored 

onto the blockchain which reduces the storage cost. 

 

II. LITERATURE REVIEW 

 

[1] K. Salah, A. Alfalasi, M. Alfalasi (2019). In this 

paper they have proposed a blockchain-based 

review system which is used to store the reviews 

on the blockchain. They have combined the use 

of Ethereum networks and smart contracts with 

Inter-Planetary File System(IPFS). IPFS will act 

as storage system in which reviews will be stored 

and the hash of that file will be stored in the 
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blockchain along with the reviewer’s Ethereum 

address. The Service Provider will issue tokens 

and the user can submit the review using that 

token, the token will get verified and the user 

will be rewarded. 

[2] Daniel Martens, Walid Maalej (2018). They have 

proposed a decentralized review approach which 

resolves the problem of central authorities, being 

able to influence the review processes and have 

also summarized the implementation, challenges 

and discuss design alternatives. 

[3] Ching-Nung Yang, Yi-Cheng Chen, Shih-Yu 

Chen, Song-Yu Wu (2019). They have 

introduced a system that tried to resolve a 

problem of online shopping scams by making an 

alliance with e-commerce companies and trusted 

organization to establish a credible product 

grading system. After verification and product 

grading , the manager of alliance will write the 

data onto the blockchain operating a smart 

contract and the customer may buy product with 

high grades to insure product quality. 

[4] Zibin Zheng,Shaoan Xie, Hong-Ning Dai, Weili 

Chen, Xiangping Chen, Jian Weng, Muhammad 

Imran(2019). They have given an overview of 

blockchain and smart contracts. They have also 

compared the advantages of smart contract over 

conventional contracts which includes reducing 

risks, cutting down administration and service 

costs and improving the efficiency of business 

processes. The paper also tells about the creation, 

execution and deployment of smart contracts and 

also about creation challenges. 

 

[5] Revain: White paper. This document describes 

the Revain-plaform. It creates an easy-to-use 

service that would help companies to receive 

constructive feedback for their projects. Revain 

is the first review platform that implements 

blockchain technology for ensuring the feedback 

to be genuine and legitimate. In addition, it also 

discusses about the problems occurring in the 

current scenario and mathematical formulas for 

calculating bonuses that make submitting fake 

reviews unprofitable. 

[6] ChengjunCai, HuayiDuan, and Cong Wang, 

(2018). In this paper, they have establish a set of 

design principles which will facilitate the 

development of secure blockchain applications 

and security management against known attacks 

like DDoS, Eclipse attacks in the network layer 

and recovering strategies to deal with massive 

attacks, consensus protocols and security 

enhancement. 

[7] Gábor Magyar (2017), defines blockchain as the 

chain of blocks using immutable key referencing 

mechanism. There is no central authority 

responsible for governing and managing the data 

in the blockchain. The values recorded in the 

blockchain are synchronized between all the 

peers on the network and the consensus 

mechanism provides the commonly accepted 

validity of data. The paper introduces a new 

approach to an healthcare information model 

using blockchain. 

[8] Nick Szabo. 1994. This paper describes about 

digital cash protocols as example for smart 

contracts, defining smart contract as a 

computerized transaction protocol that executes 

the terms of a contract , it gives a brief about 

cryptographic protocols and how smart contracts 

can bring a difference in the future. 

[9] Vitalik Buterin. In this paper author has 

discussed about the history of bitcoin as a state 

transition system, mining, merkle trees, about 

Ethereum and applications of Ethereum. 

[10] Daniele Magazzeni and Peter McBurney, 

William Nash (2017). In this paper, they have 

explained about blockchain as a type of 

distributed ledger in which data is stored in 
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blocks which are linked together to form a 

sequential chain. They have also discussed about 

distributed ledger-technologies, shared state, 

smart contracts and verification and validation of 

those smart contracts. 

[11] Weiqi Dai, Chunkai Dai, Kim-Kwang Raymond 

Choo, Changze Cui, Deiqing Zou, and Hai Jin 

(2019). They explain the conventional data 

trading system which comprises of 3 parties 

including middle person. The seller will send the 

dataton the trusted platform and set a selling 

price. The buyer will select product of interest 

and order similar to e-commerce transaction. 

However if the dataset cannot be directly used 

by buyer, then buyer will need to re-process the 

dataset to require the results satisfying the 

buyer’s need. This paper analyzes the market and 

sets new rule for trading in the market using 

smart contracts to implement secure data trading 

platform(SDTP) on Ethereum. 

 

III. CONCLUSION 

 

Product’s rating highly influence customer’s decision. 

A highly rated product is the first thing the customer 

looks at and if that rating/review is tampered or 

manipulated , the customer can get trap into these 

scams. This paper studied the existed problem which 

involves central authorities acting as operators. This 

paper presents a decentralized approach which avoid 

central authorities by using blockchain technology, 

enabling customers to submit and retrieve unmodified 

reviews. This paper also highlight some of the 

implementation challenges encountered undergoing 

our approach on the public Ethereum blockchain and 

discuss possible alternatives.  
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ABSTRACT 

 

India has struggled with pollution for a long time. In fact, in February, India was home to six out of 10 of  the 

world’s most polluted cities. In contrast to atmospheric pollution, surrounding pollutants are about 1000 times 

more likely to be transmitted to the lungs, causing diseases. The main sources of air pollution are motor vehicle 

emissions, illegal industrial activities, harmful pesticides, and many times we see LPG gas leakages and cylinder 

truck accidents on road which are harmful for us and can take our lives. Thus, poor air quality causes several 

health hazards like heart disease, lung cancer, and respiratory problems. The need of the hour is not only to 

control air pollution but also materializing technologies, devices and software systems to keep a close check on 

air pollution. Our efforts in this project is to develop an application from which air quality monitoring can be 

done to take preventative measures to make our living environment safe. The application is user-friendly and 

works as a preventative mechanism to generate real-time alerts on air quality. Our main contribution is to 

develop air quality monitoring system that senses the real-time data of surrounding parameters like carbon 

monoxide, and PM level and alerts the people when the quantity of these elements goes beyond a certain limit 

and shows the data in an easily understandable format. 

Keywords: Air Quality , Raspberry pi, Internet Of Things, Sensors, Air Pollution. 

 

 

I. INTRODUCTION 

 

Air pollution is one of the environmental issues that 

cannot be ignored. With deteriorating air quality all 

over the globe due to industrial and vehicular 

pollution, there is an increasing risk of breathing 

problems and lung diseases arising from it. This 

system which is an android app, is used to sense the 

air quality of the environment and shows the  real  

condition  of  air. The purpose of the project is to 

monitor air quality using different sensors like MQ-

135 is an air quality sensor, which is sensitive for 

benzene, smoke and other pollutant, MQ-4 is a 

methane and CNG sensor, MQ-7 is carbon monoxide 

sensor and MQ-6 is a LPG sensor. These are used in 

combination with the raspberry pi to calculate AQI 

and notify the user. Solving the  drawbacks of existing 

air quality sensors this application can be used to 

monitor various gases at a time. The major motivation 

behind the study and the development of the system 

is to help the government to devise an indexing 

system to categories air pollution in India. The project 
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is to build an air pollution monitoring system 

application, it’s a detection system for multiple 

information of environment is designed in this project. 

 

II. LITERATURE REVIEW 

  

Ajitesh Kumar, Mona Kumari and Harsh Gupta[1] 

proposed a cost-proficient air quality observing 

framework that detects the continuous information of 

encompassing different boundaries like smoke, carbon 

monoxide and PM level and cautions the individuals 

when the amount of these components goes past 

specific cutoff and shows the information in a 

without any problem reasonable configuration. Later 

on, additionally detecting hubs can be added to 

expand the framework. The significant preferred 

position of this framework is that it is versatile, little 

and cost-effective. We have also introduced the 

execution of an ease IoT based air quality checking 

framework. 

 

Pratishtha Agnihotri, Sonam Tiwari and Dr. 

Devendra Mohan[2] proposed a novel scheme to 

conduct the fine- grained and real-time prediction of 

AQI based on asynchronous data collected by our 

monitoring system. They present the asynchronous 

sensing data and the spatial-temporal-meteorological 

relations. Based on the CG model, the prediction 

procedures are carefully designed and an optimization 

problem arises. They aim to solve the optimization 

problem by an algorithm combining a closed-form 

derivation and genetic algorithm. The advantage of 

the proposed solution over existing ones is evaluated 

over the data set collected by our monitoring system. 

 

Ravi Kishore Kodali and Sairi pathuri Sasweth C. 

Rajnarayanan[3] proposed a surrounding air 

contamination detecting framework can give ongoing 

estimation of five generally significant for human 

well- being air boundaries and move it to more 

significant level applications for examination and 

anticipating. Estimated information is reinforced 

along with timestamp and GPS position. The gadget 

spares information into on-board SD card with 

capacity to be moved to a have PC by direct USB 

association or through Wi-Fi transmission. 

 

Zixuan Bai[4] have stated that because of the 

disturbing degrees of contamination in a portion of 

the significant urban communities of world, 

persistent observing of air quality has become a 

significant issue. By utilizing remote detecting system 

alongside rapid web association, the checking and 

examination process has become effective. Such 

mechanized frameworks are precise, history of the 

boundaries is moreover put away which can be 

utilized. The WSN checking frameworks can likewise 

be executed for different sorts of contamination, 

water contamination, soil contamination or 

radioactive pollution. 

 

Mykhailo Lobur and Dmytro Korpyljov and Nazariy 

Jaworski[5] have presented a remote sensor organize 

for air contamination observing in light of IOT is 

useful for the business as well as everyday citizens too. 

As the contamination information will be accessible 

with individual and one can see where the 

contamination  level is more around then and the 

individuals having respiratory sicknesses may abstain 

from following that way for that specific time of time. 

Advanced cells are extremely regular now daily. 

Indeed, even the contamination because of ventures 

can be checked and the information can be made 

accessible on the web so that, the important activity 

to diminish the contamination might be started 

furthermore. 

 

Md. Mohiuddin Ahmed, Suraiya Banu and Bijan 

Paul[6] has stated that the alarming levels of pollution 

in some of the major cities of world, continuous 
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monitoring of air quality has become a major issue. By 

using wireless sensing network along with high speed 

internet connection, the monitoring and analysis 

process has become effective, efficient and is easily 

accessible by common people. Such automated 

systems are accurate, reliable. The WSN monitoring 

systems can be implemented for water pollution, soil 

pollution or radioactive contamination. Using high 

efficiency communication protocol along with sensor 

network to achieve accurate data in real time. 

 

Octavian A. Postolache, J. M. Dias Pereira, and P. M. 

B. Silva Girão[7] elaborates the development of an 

IoT- based indoor air quality monitoring platform is 

presented. Experiments were performed to verify the 

air quality measurement device used in the platform 

based a method suggested by the Ministry of 

Environment, Korea. We verified the accuracy of 

indoor air quality monitoring and the desirable 

performance of the device. Also, experiments making 

use of the platform were conducted and demonstrated 

suitable performance and convenience of the air 

quality monitoring platform. In this paper, the author 

focused on testing the reliability of the device and 

implementing the platform. 

 

Somansh Kumar and Ashish Jasuja[8] states that the 

proposed framework gives minimal effort, low force, 

conservative and exceptionally exact framework for 

checking the condition with the committed sensors 

remotely from any place in this world. An ideal trade 

off among exactness and cost is accomplished by 

utilizing single board minicomputer Raspberry pi and 

proper sensors prompting a well-grounded framework. 

Air quality observing framework can be more 

worthwhile if poisons like Sulfur dioxide, nitrogen 

dioxide, ground level ozone and so forth are 

additionally checked. 

 

Ajay Chaturvedi and Laxmi Shrivastava[9] has  stated 

the execution of an estimating framework for air 

quality checking. Two structures are ace postured for 

remote correspondence between the detecting hubs 

what’s more, a PC that deals with the entire 

framework. The frameworks are especially 

appropriate for indoor applications. The yield of the 

pre-owned gas sensors depends not just on the cross 

impact of the essential estimated gas yet in addition 

on external impact factors, to be specific temperature 

and mugginess. The impact of this cross effect on the 

exactness of  the estimation can be limited utilizing 

moreover neural systems. 

 

JunHo Jo, ByungWan Jo, JungHoon Kim, SungJun 

Kim and WoonYong Han[10] states, with the correct 

usage of the proposed framework they can decrease 

risky mishaps that happens all through the nation. 

This arrangement can be introduced in house for 

house well-being just as any industry or crowed work 

environment to keep up the air quality safe and lift 

their work speed. One of the primary explanation of 

this is outrageous pneumatic force. So, in future they 

need to expand this framework to recognize 

pneumatic force of evaporator so it can forestall 

mishaps and spare numerous lives just as modern 

misfortune 

 

III. CONCLUSION 

 

Overall, the application is a need of this hour as we 

know pollution in the environment is increasing at 

very large huge rate. Due to increase in number of 

vehicles, the possibility of road accidents has also 

increased, in which gas trucks are included. By using 

this application, the users will not only get an alert 

message prior to explosive action but also, they will 

receive a proper guidance in reaching to the safe 

destination. Not only in serious situations, this 

application also notifies the user with their current 
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status and gives them tips on how  to be more on the 

safer side. 

In future, this application can be extended to the 

iphone users as currently its an android based 

application. Also, as per the increase to requirement it 

can also be extended as website. 
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ABSTRACT 

 

The household service system is incredibly useful for everybody who wants home services like painter, 

electrician, carpenter, plumber, construction worker, fabricator etc. When an individual relocating from one 

area to a different one it’s hard to find services, they want. In such situation e-Commerce plays an important 

role in today’s life as it has so many advantages in our life because it makes in daily life of the people 

convenient. So, basically our aim is to design and develop a system that provides many services at your doorstep 

in just one click. It’s a system that helps you connect to one of the best variety of labors providing huge range of 

services like plumbers, movers and packers, repair persons, cleaners, electricians, painters and many more. The 

labor will be able to create their role according to their profession and the customer can contact them according 

to their preferences. There will be no involvement of middle-men in this application. A very simple process is 

carried out to call a labor for their service. System is versatile as profile of the labors can be viewed from 

anywhere you desire.   

Keywords: Servers [C.5.5], Data Storage and Representation [E.2], User Interfaces [H.5.2], Social Issues [K.4.2], 

Object-oriented Programming [D.1.5]. 

 

 

I. INTRODUCTION 

 

An online household service system is an android 

application that basically helps the common 

man i.e. the customer to connect to our daily 

wage labour. When someone requires assistance for 

domestic tasks, the problem occurs due to 

inaccessibility of service skilled or a trustworthy 

provider who provides faultless service on request. 

Most online system for household services provides 

the most expedient and hassle-free way to get your 

domestic work done. We aim to help in providing 

optimal solutions to all your household troubles with 

more efficiency, ease and majorly, a delicate touch. A 

single click system describes booking highly skilled 

in-house professionals and gets your service done on 

time. This technique helps in providing finest results 

to all or any domestic troubles with high efficacy and 

ease. On demand home service system aids not only 

the users but also the service providers to succeed in 

out the potential customers. The only main intention 

of creating this amazing application is to provide the 

daily wages worker a platform to get into the 

market and earn for their living, as this Covid_19 

pandemic has caused a wave of unemployment 

amongst them. This online system unlike others can 
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also be made available in the regional languages as 

well so that no matter where the user is from, he/she 

can be able to easily use it. This paper discusses about 

the web home services, several other services 

provided and therefore the method of ordering and 

delivery of services. The event of web based online 

system helps in determining household services and 

collaborating interface to look the services. The 

system also acknowledges the confirmation of services 

chosen by the users. 

 

II.    LITERATURE SURVEY 

 

Taein Hwang [2006] Few service providers have their 

own service platform to provide services to the 

customers but the small-scale service providers don’t 

have platform to provide services to customers. It was 

a high time to provide a common platform so that 

everyone can participate in the market. This was 

resolved through digital home service delivery and 

management system (DSM). It shows how home 

services of the service providers can be delivered to 

the service user via the DSM system. One of 

important point to note here is how the service user 

can be provided with various services through reliable 

service aggregator and receive a single bill for the 

subscribed services. 

Chang-Xing Qi [2010] The problem of provincial 

labor and social security services got resolved through 

the intelligent switching platform. Intelligent 

switching platform focus on data interactive mode 

and inter-departmental information. The architecture 

of the system was designed in such a way that there 

was a detailed function of the system. The customer 

service system is a centralized and integrated platform 

which is built with call centers and other modem 

means of communication and information 

technology. 

Shurong Wang [2011] The researcher focusses on the 

problem of migrant labors and enterprises. He 

thought of coming up with the platform for migrant 

labors training and enterprise labor supply. This 

platform consists of migrant labors information, 

enterprise information, training organization. Which 

is all controlled by supervisory authorities. Due to 

this system overall quality is increases, difficult to 

find the right people is resolved(training), and many 

social problems were addressed. 

Sheetal Bandekar [2016] “Domestic Android 

Application for Home Services” is a customized 

Mobile Application which uses Android SDK 

(Software Development Kit), Eclipse, Java and 

MySQL for Android Application Development. This 

provides domestic services to customers such as: 

electrical services, plumbing services and carpentry 

services and many more household services. The 

application uses GPS to fetch the users’ location and 

assigns nearest service provider from his existing 

location dynamically. Hence, this application seems 

to be more dynamic, effective and efficient than the 

existing system. 

Zhang Fuyan [2017] Through this paper we come to 

know how the problem in a household could be 

resolved using the STM32core in which they designed 

a robot which has  

sensors and Wi-Fi camera loader mounted on the 

machine to remote control the moments and all so 

obtain the environmental data through sensors. PHP 

and QT is used to build the server. Robot and mobile 

communicate through telecommunication 

technology, whereas for location and tracing purpose 

Bluetooth was used. 

N. m. Indravasan [2018] noted that in this modern life 

style, people are very much in their heavy work 

culture. In the busy schedule if any unexpected 

household task pops up. That distracts them from 

their work. E-Commerce can play a primary role in 

solving this issue. Creating a platform that can 

provide number of services in one click. Researcher 
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went with email confirmation for verifying the 

customers who will be using the platform. 

Neale A. Dagdag [2019] This was a completely mobile 

application for android device. Where the main aim 

was finding work opportunities for skilled workers. 

The skilled workers will get connected to customers 

who need services such as: electrical service, 

plumbing service, automotive repair, and other 

similar services which can be done at the customer’s 

home. The main revenue shall come from 

commissions and quarterly membership fee from the 

skilled workers. Revenues may also come from 

advertisers and/or companies who wish to tie-up with 

At-Your-Service mobile application. 

S Rachitha [2019] Focus on establishing a market 

platform which not only embrace consumer demand 

but also providing platform for service professionals 

an opportunity to earn additional income. 

Researchers came up with an idea of providing an 

option to the people, wherein if they encounter any 

issue, they can contact a service professional from 

another location as well. So, who can assist them in 

fixing the issue? Web application is deployed on cloud 

which will reduce the infrastructure overhead and 

operational cost. System also provides quality of 

service, as it works on rating and servicemen working 

history. 

K. Aravindhan [2020] This is an online home services 

system. The purpose was to find the service providers 

detailed information which helps customers to get 

their services fulfil instantly. The thing which makes 

it different from other system is “chatbot” which 

helps the users to clarify the queries posted. 

 

III. CONCLUSION 

 

This paper lists the analysis of the household service 

system that helps to reduce the burden in finding 

appropriate service provider by providing a detailed 

information which helps the users to get their service 

fulfil instantly. A systematic android application 

offers ease in accessing the required services in a more 

comfortable way. With a well-qualified and 

background demonstrated professional we may 

provide all plumbing, carpenter, electrician, 

fabricator, construction worker and many more 

services to be done in a click anytime and from 

anywhere. There is a need to create a more dynamic 

application rather than the existing system. As 

technology is reaching heights day by day, we too 

should make sure we make the best use of it by 

helping others out and giving  Therefore, by the 

survey performed we conclude that that in today’s era 

booking a service through mobile application will be 

a new way of communicating and getting your work 

done. Thus, we can make an effort to take this 

technology forward and to make the best out of it 

would be our only goal. 
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ABSTRACT 

 

There are different face recognition and food recognition techniques that have been studied and implemented 

in the past. As the world is moving in a fast pace security is an important aspect of a person's life. Apart from 

that healthy food has its own benefits. In this paper, various techniques for face recognition and food 

recognition have been listed along with their methodologies and accuracies. This paper proposes a model which 

will detect face and food from the given input images using various algorithms and then recognition of face and 

food item will be done. 

Keywords: Face recognition, Food recognition, CNN, EigenFaces, Haar 

 

I. INTRODUCTION 

 

Face recognition is used in some of the high-tech 

security systems. With the use of videos or images 

and real time face detection helps in maintaining 

proper reports and also helps in security management. 

Maintaining a good diet starts with eating healthy 

food. So, recognizing the food items we are 

consuming on daily basis is also important. These 

processes are made automatic using different 

algorithms on various datasets. In the past, there have 

been various techniques for face detection to 

recognition. These techniques have evolved over a 

significant timeline. We have discussed different 

techniques like Eigen Faces, LBPH, CNN for face 

recognition. Similarly, in food recognition different 

techniques have been discussed. Each paper has used 

different datasets and has proposed a model with the 

highest achievable accuracy. In this paper we have 

presented a survey on different techniques used for 

face recognition and food recognition separately. 

Methodology and conclusions of these papers are 

explained along with the dataset used. Section 2 

explores the literature review of these papers. In 

Section 3, we have discussed our proposed model and 

finally in the last section includes conclusion and 

future scope of face and food recognition. 

 

II. LITERATURE SURVEY 

 

A. Face Recognition Techniques 

In [1], face detection and recognition are done on real 

time basis. Videos are taken as input, where frames 

are selected using an algorithm for further process. 

The Haar algorithm is used for face detection. This 

algorithm performs well for illumination changes. 

Recognition of faces is done using EigenFaces and 

Gabor Feature algorithms. EigenFaces algorithm 

performs well in complex computations and Gabor 

feature performs well when there are pose changes. 

The combination is proposed as a robust system. The 

accuracy of the system in recognizing a face using 

Eigen face is approximately 60%-65% and using 

Gabor feature is approximately 50%-60%. This system 
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will work well under limited conditions and dataset. 

Real time recognition can be achieved using other 

methods like CNN. 

In [2] as well, the Haar method is used for face 

detection. A real time attendance system  is proposed 

which detects faces of students using different modes 

like snap and video. It is built on Raspberry Pi and 

software module uses Open source computer vision 

libraries. The face detection here is done using the 

Haar Cascade method which classifies the input 

images as "with face" and "without face" images. It is a 

feature-based method. Recognition of the faces is 

done using LBPH method. Firstly, LBPs are obtained 

for the image and histograms are plotted which are 

then compared with the training dataset. Hence face 

is recognized whatever the input type is provided. 

The accuracy of this system is 74%. The accuracy has 

increased due to the use of EigenFaces for recognition. 

Another attendance system is proposed in  [3], 

which uses Haar face detection and PCA and 

EigenFaces for recognition of faces. The proposed 

system stores the records of the students in the 

database. The captured image undergoes the detection 

process. The process is carried out by checking the 

landmarks of the face using AdaBoost Algorithm. The 

recognition is done by Principle Component Analysis 

with EigenFaces. 

In [4], Convolutional Neural Network (CNN) is 

described for face detection. CNN is used for image 

classification and object recognition as it works on 

raw pixel strength of image, which is given as input as 

flat vector. The collected data is filtered, split and 

labelled for training. Each image is converted to one 

fixed size and the model is trained. The ReLu 

activation function, set dropout proportion to 100% 

and first order optimization algorithm is used to 

improve the model efficiency. The accuracy of model 

is increased from 68.85% to 79.41% after the test set. 

In [5], CNN technique on FPGA is used for face 

recognition. Generally, CNN is implemented using 

CPU and GPU. This paper proposes real time face 

recognition by using FPGA. The accuracy of the 

network is determined by the testing unit. The system 

built on FPGA consists of 6 CNN layers. [5] Fig. 1 

shows the CNN layers. There are 4 hidden layers 

where there are 2 convolutional layers and 2 pooling 

layer. The activation function determines the sigmoid 

function. This function determines the error rate of 

the network. The maximum error seen in the 

network after training is of 0.001. The system claims 

to be 99.25% better than other systems built on CPU, 

GPU and even other algorithms like PCA and LBP. 

Network is trained and tested on face datasets having 

a range of different expressions, lights and other 

factors. The system shows good robustness. The only 

drawback of this is that there isn't much research 

done on face recognition using FPGA. It is also 

difficult to code a CNN algorithm on a FPGA as there 

is yet no mature research in this field. The hardware 

of this system can be a limiting factor. 

 
 

Figure 1: CNN of Face Recognition on FPGA 

In [6] specifically focuses on face recognition when 

there are some obstacles in capturing the face. As in 

real time getting a clear image of the face and 

recognition can be difficult. This paper mainly focuses 

on recognition of face when it is partially visible. 

CNN is used for extracting different  features from an 

occluded face image. It is done by weighted neurons 

which shred on a weighted plane. This decreases the 

computational complexity of the model. The 

recognition of the face is done by calculating the 
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Euclidean distance. Euclidean distance is calculated of 

the input image and the referenced image. It should 

be less than 1 if it is the same person. The triplet loss 

function is used in the paper for determining the 

degree of inconsistency. In this the dataset had 30% 

occlusion over the faces. The model proposed in this 

paper has a recognition rate of 98%. 

Multiple layer model based real time face detection [7] 

works on CPU. Different ways are used are used to 

cover the face for training the model for real-time 

detection. This system works on CPU using different 

hardware. Multiple Images are detected using CNN 

architecture which uses shallow layers that produce 

light variations so the system can work as close to 

real- time. This system has built a fast face detection 

system. They have achieved this using Average 

Precision for measuring accuracy of the system which 

is 90.84%.This can be further improved by using pre-

processing. 

   

B. Food Recognition Techniques 

In [8] deep convolution neural network (DCNN) is 

proposed to classify food images. Food image analysis 

has three steps: 1. image segmentation 2.food 

recognition 3.quantity analysis. In food analysis colour, 

intensity, texture, etc are important features. The 

model proposed consists of 54 layers.3 datasets have 

been used for training and testing of the model. In this 

approach the network is pre- trained using Inception 

v3.Feature extraction is  done using this Inception v3. 

To improve the performance of this type of network 

increasing its size, depth layers, width makes a huge 

difference. The model shows 92.3% accuracy in food 

detection. The only drawback of this model is that 

even after using pre trained model the computational 

resource requirement is quite high. 

This paper [9] uses ensemble network containing 

GoogleNet, ResNet, and Alexnet for food image 

detection. The model of this CNN has been trained 

and tested on 2 types of databases. One is the ETH-

101 and the other is Indian food database. The feature 

extraction is done with the help of external pre-

trained model. AlexNet and GoogleNet are used in 

the max pooling layer of the CNN module and ResNet 

is used in the last output layer. The accuracy of this 

model is 73% for Indian food database which in 

comparison to AlexNet, ResNet and GoogleNet 

individually is quite high. The hardware used in  this 

experiment include NVIDEA processor with system 

requirement of 128GB of ram. the parameters used in 

the sub-network is different which adds to the 

complexity as reshaping the parameters according the 

sub-network increases load. As the architecture of 

each sub-network is different, it could be challenge to 

build such a network. The building of such a 

networking module could be difficult to code and 

debugging might be a challenge in future. 

The paper [10] proposes a method for food image 

classification and furthermore how to determine its 

calories. Food recognition is done by 2 techniques 

namely, Graph cut segmentation and deep learning 

neural network. From these two methods CNN has 

proven to be more efficient comparatively in 

recognizing the food and hence providing its calorie 

count. The application in the paper calculates 

probability of the input image against the labelled 

data in the database hence predicting the food in the 

input image. Calorie measurement of the recognized 

food item is done by 2 methods. 

1) Finger Based Calorie Measurement. 

2) Calorie Measurement using Distance Estimation. 

  

The application shows more than 95% accuracy in 

identifying the food and showing perfect calorie 

count. The database used to train and test the model 

contained images of only single food items. 

The CNN approach proposed in paper [11] is built on 

a 5-layer network architecture. The first 4 layers are 

convolutional-pooling layers and last layer is a fully 

connected layer. The steps in recognizing the food 
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given in the input image are as follows:  Feature 

Extraction, Shift and distortion invariance and 

Classification. This Fig. 2 [10] shows the  system 

architecture used. Different layers of the CNN 

perform these steps and the output is provided. UEC-

FOOD100 and an open source database are used in 

training and testing of model. The accuracy on single 

food item is 80.8% and 60% on multi-  food item 

datasets.

 
Figure 2: System Architecture 

 

III. PROPOSED MODEL 

 

In reference to above literature survey, CNN has 

performed well under all the different scenarios. We 

propose a system which will detect face and food 

from the given input images using algorithms and 

further recognize the face and food item. We will be 

training the system under supervised manner. The 

feature extraction and further classification will be 

done by CNN. 

Face detection is done using MT-CNN algorithm 

which detects the faces in the given input image and 

crops it to 224 * 224 size array. This array is input to 

extended model of VGG-Face model which performs 

recognition of the faces and marks attendance of the 

person accordingly. The VGG- Face model is used 

after altering its output layer with respect to our 

dataset. The process of using the pre-trained model as 

a feature extractor for a new model is called transfer 

learning. Only the output layer is fine-tuned 

according to our dataset. 

Food Recognition is done using VGG-16 model. This 

model is mainly used for object detection and 

classification of objects in a photograph. We will be 

using this model after fine tuning its output dense 

layers. We have created our own dataset of purely 

Indian dishes. Some of the images are taken from the 

internet and some are taken by us of some  dishes 

which are common in our household. The models 

will be given input of the images which are uploaded 

on a website. The final output of these models will 

also be shown on the website itself. The output will 

also be stored in the database for future reference. 

Fig.3 show the simple architecture of proposed system. 

 

 
Figure 3: Simple Architecture of Proposed System 

 

IV. CONCLUSION 

 

In this review it is seen that CNN shows the best 

accuracy among the algorithms, compared for both 

face and food recognition. It can be implemented on 

medium database efficiently. It works efficiently 

despite the occlusion, pose, expression and light 

change in face recognition. Similarly, for food 

recognition colour, texture and multi-food items are 

recognized with high accuracy. As a whole these will 

help in making the society safer to place to live in and 

even healthier. 
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ABSTRACT 

 

Now days in every sector of IT, cloud computing is inveloved and implemented. Cloud computing with big data 

application is additional reward and provides the important services to the society.Cloud computing offers the 

plenty of services to the users by using the internet. However the users are victim because of unsecurity and 

unauthorised access. By expansion in using the network and sharing data between the end users, it is very 

important to maintain the data security and privacy.But still after the tremendious improvement in the 

technology to provide security for the data is big challenge infront of IT technology. So it is very prime thing to 

provide security to the user’s data in cloud computing services which are interconnected with big data.Big data 

provides a great profit to organizations, commerce, companies and many large scale and small scale industries. 

 

Keywords:- Data Security, Cloud computing and Big data 

 

 

 

I. INTRODUCTION 

 

While dealing with complex data it is very important 

to store the data securely. Data sharing should be free 

from the unauthorised accessed. Cloud has the 

features that it never gives the control to the user 

while storing the data on the cloud; user never 

knows the location where the data is placed on the 

cloud. The explanation following this control issue is 

that if one desire to acquire the profit of cloud 

computing, user must operate to share the resources 

and also the scheduling given by the controls [2]. It is 

very important to remove this complexity in the data 

computing. For this cloud computing is the basic and 

firm Dias to perform and remove the large scale 

complexities.The main goal of this cloud computing 

technology is that to provide solution and different 

method for handling Big Data [4]. 

 
Fig1: Big Data and Cloud [4] 
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Fig1. Shows the different layers in the cloud and Big 

Data technology which provide the complexity 

solution and keep data safe from the untrusted access. 

 

1. Cloud Computing 

Initialy, because of huge involvement of the users in 

accessing the resources, IT sector was failed to 

provide the required resources and many 

stakeholders could not complete their projects due to 

lack of availability of resources.But today many users 

can access many resources for the unlimited time 

period as cloud computing provide this facility to the 

end users.This technology provide paid resources to 

the users so that they can used any type of resourses 

(either hardware or software) according to their 

requirement. Cloud is set of computing devices and 

nodes that shares services publically on the World 

Wide Web. Cloud implemented and managed 

applications by gathering all computing resources 

together also maintains user’s history information in 

their internet usages, processes and offer accurate 

information, so that it offers intellectual support 

service to IT users[1]. 

 
 

 

Fig2: Cloud computing environment [9] 

2. Big Data 

Big data is noting but the high volume of data which 

is categories into two main category one is structured 

data and other is unstructured data that is too much 

large that is very hard to used and process this data 

by using traditional databases and software 

technologies. The Big data has the following 

properties. 

a) Volume: Many factors contribute towards 

increasing Volume streaming data and data 

collected from sensors etc. 

b) Variety: Today data comes in all types of 

formats emails, video, audio, transactions etc., 

c) Velocity: This means how fast the data is being 

produced and how fast the data needs to be 

processed to meet the demand[4,3]. 

  

 
 

Fig3: V criteria of Big Data[6] 
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II. CLOUD COMPUTING IN BIG DATA 

 

The increase of cloud computing and cloud data 

stores has been a forerunner and facilitator to the 

emergence of massive data.Cloud computing is that 

the commoditization of computing time and data 

storage by means of standardized technologies. It has 

important advantages over traditional physical 

deployments. However, cloud platforms are available 

several forms andsometimes need to be integrated 

with traditional architectures. This results in mystify 

for decision makers responsible of massive data 

projects, results in an issue of how and which cloud 

computing is that the optimal choice for his or her 

computing needs, especially if it's an enormous data 

project? These projects frequently show changeable, 

stuffed, or immense computing power and storage 

needs. At an equivalent time business stakeholders 

expect swift, inexpensive, and reliable products and 

project outcomes[4]. 

 

III. BIG DATA APPLICATIONS 

 

The big data application refers to the massive scale 

distributed applications which usually work with 

large data sets. Data exploration and analysis became 

a difficult problemin many sectors within the span of 

massive data.With large and sophisticated data, 

computation becomesdifficult to be handled by the 

traditional processing applications which triggers the 

event of massive data applications . Google’s map 

reduce framework and apache Hadoop are the 

defacto software systems for giant data applications, 

during which these applications generates an 

enormous amount of intermediate data. 

Manufacturing and Bioinformatics are the 2 major 

areas of massive data applications. Big data provide an 

infrastructure for transparency in manufacturing 

industry, which has the power to unravel 

uncertainties like inconsistent component 

performance and availability. In these big data 

applications, a conceptual framework of predictive 

manufacturing begins with data acquisition where 

there's an opportunity to accumulate differing types 

of sensory data like pressure, vibration, acoustics, 

voltage, current, and controller data. The 

combination of sensory data and historical data 

constructs the big data in anufacturing. This 

generated big data from the above combination acts 

because the input into predictive tools and 

preventive strategies like prognostics and health 

management. Another important application for 

Hadoop is Bioinformatics which covers subsequent 

generation sequencing and other biological domains. 

Bioinformatics which requires a large scale data 

analysis, uses Hadoop. Cloud computing gets the 

parallel distributed computingframework alongside 

computer clusters and web interfaces[4]. 

 

IV. ADVANTAGES OF BIGDATA 

 

Big data, the software packages provide an upscale 

set of tools and options where a private could map 

the whole data landscape across the corporate , thus 

allowing the individual to analyze the threats he/she 

faces internally. There are some common 

characteristics of massive data, like a) Big data 

integrates both structured and unstructured data. b) 

Addresses speed and scalability, mobility and 

security, flexibility and stability. c) In big data the 

belief time to information is critical to extract value 

from various data sources, including mobile devices, 

frequency identification, the online and a growing 

list of automated sensory technologies. All the 

organizations and business would enjoy speed, 

capacity, and scalability of cloud  storage.  Moreover,  

end  users  can  visualize the  info and corporations 

can find new business opportunities.If big data are 

combined with predictive analytics, it produces a 

challenge for several industries.  The  combination 
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leads  to the exploration of those four areas: a) 

Calculate the risks on large portfolios b) Detect, 

prevent, and re-audit financial fraud c) Improve 

delinquent collections d) Execute high value 

marketing campaigns[5] 

 

V. NEED OF SECURITY IN BIGDATA 

 

IT Vendors offers storage, computation, application 

hosting services with backed performance and charge 

on pay-per- use techniques via cloud service 

providers (CSP). But also, cloud computing undergoes 

several security issues and defined below: i) Data 

occurrences of user data has got to be integrated, 

linked, mapped and transformed from other 

occurrences of another user data. ii) Data migration 

over the web exposes  sensitive   information   to   

malicious  intrudes results in loss of privacy, legal 

liability and reputational  loss  to   the  IT  

organizations.  iii)   Internet   is hospitable global 

users, an intruder can exploit a software bug to smell 

trustworthy information, to misuse IT resources, or 

generates a pathway resulting in advanced threats 

and attacks. iv) Outsourcing information must be 

limited to a authorized users with access rights, so to 

avoid the   abuse   of   malicious   access.   v)    Lack of  

knowledge replication and recovery technique in 

cloud computing results in loss of knowledge .vi) 

Cloud services must be made accountable mandatory 

as an application requirement[1]. 

 

VI. ISSUES AND CHALLENGES 

 

Cloud computing comes with numerous security 

issues because it encompasses many technologies 

including networks, databases, operating systems, 

virtualization, resource scheduling, transaction 

management, load balancing, concurrency control 

and memory management. Hence, security problems 

with these systems and technologies are applicable to 

cloud computing. For example,it is vital for the 

network which interconnects the systems during a 

cloud to be secure. Also, virtualization paradigm in 

cloud computing leads to several security concerns. 

For example, mapping of the virtual machines to the 

physical machines has got to be performed very 

securely. Data security not  only  involves  the  

encryption of the info , but also ensures that 

appropriate policies are enforced for data sharing. In 

addition, resource allocation and memory 

management algorithms even have to be secure. The 

big data issues are most acutely felt in certain 

industries, like telecoms, web marketing and 

advertising, retail and financial services, and certain 

government activities. The data explosion goes to 

form life difficult in many industries, and therefore 

the companies will gain considerable advantage 

which is capable to adapt well and gain the power to 

analyze such data explosions over those other 

companies. Finally, data processing techniques are 

often utilized in the malware detection in clouds. 

The challengesof security in cloud computing 

environments is often categorized into network level, 

user authentication level, data level, and 

genericissues. Network level: The challenges which 

will be categorized under a network level affect 

network protocols and network security, like 

distributed nodes, distributed data, Internode 

communication. Authentication level: The 

challenges which will be categorized under user 

authentication level deals with 

encryption/decryption techniques, authentication 

methods such asadministrative rights for nodes, 

authentication of applications and nodes, andlogging. 

Data level :The challenges that can be categorized 

under data level deals with data integrity an 

availability such as data protection and distributed 

data. Generic types: The challenges which will be 

categorized under general level are traditional 
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security tools, anduse of various technologies 

[4,6,7,8]. 

VII. CONCLUSION 

 

Cloud surroundings are widely utilized in industry 

and research aspects; therefore security is an 

important feature for organizations management on 

these cloud environments. Using proposed 

approaches,  cloud  environments are  often secured 

for complex business operations. 
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ABSTRACT 

 

The machine to machine interaction unit shows several or perhaps even more systems that may immediately 

hook up as well as , correspond amongst one another, alternatively they may using an intermediary utility 

server. These types of units converse through various categories of channels, consisting of IP systems or maybe 

the Cyberspace. This paper presents the MQTT protocol commonly utilized for IoT communication. Publish-

Subscribe are actually alluded to a communicating unit which usually consists of publishers, brokers as well as, 

consumers. Publishers will be the resource of information and facts. Publishers post the information and facts 

to the topics that are monitored by the broker. 

Keywords: IoT, MQTT, Cyberspace 

 

 

I. INTRODUCTION 

 

An MQTT [1,2,3] session is usually divided into four 

phases: interconnection, authentication, end of 

contract and interaction. A client begins by 

constructing a Transmitting Control Standard 

protocol/Internet Protocol (TCP/IP) connection to 

the broker by employing either a regular interface or 

a custom made dock described by the broker's 

providers. When formulating the interconnection, it 

is definitely essential to identify that the hardware 

might continue an aged program if it can be offered 

with a used again customer identification. The regular 

ports will be 1883 meant for nonencrypted 

communication and 8883 for protected conversation 

using SSL or (TL). At the time of many of these 

handshake, the consumer validates the server 

qualification as well as , authenticates the machine 

[4,5]. The client can likewise offer a customer record 

to the broker within the handshake. The broker may 

make use of this to authenticate the customer. Even 

though not really particularly component of the 

MQTT standards, it offers turn into normal for agents 

to assist consumer authentication with SSL/TLS 

client-side accreditation 

As the MQTT protocol is designed to get a process for 

source confined and IoT products, SSL/TLS [6,7] may 

certainly not usually come to be a choice as well as, in 

several situations, might not be preferred. On such 

events, authentication is certainly offered as an 

obvious text message username and security password, 

which will be delivered by means of the customer to 

the machine this, as component of the 

CONNECT/CONNACK box series [8].  

In addition, some broker agents specifically open up 

brokerages released on the net, will acknowledge 
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private customers. In many of these circumstances, 

the user name as well as , password will be just 

remaining empty. MQTT is normally known as a 

light-weight process as all its communications possess 

a little code impact. Every concept includes a set 

header 2 bytes an various adjustable header, a concept 

payload that is reserved to 256 MB of info and so a 

QoS level [9,10]. During the conversation stage, a 

customer can carry out publish, subscribe, ping 

operations and unsubscribe. The publish procedure 

transmits a binary stop of info to a subject that is 

usually described by way of the author. 

 

II.  M LITERATURE REVIEW 

 

Creator provided a study of IoT and Cloud Work 

because of a concentrate on the security problems of 

simultaneously technology. Particularly, author 

mixed the two above mentioned solutions in buy to 

analyse the prevalent aspects, as well as , in order to 

understand the advantages of their integration. 

Finishing, writer presented the impact of Cloud 

Research to the IoT concept. Therefore, it 

demonstrated just how the Cloud Computing 

technology, increased the action of the IoT. At last, 

creator targeted the reliability problems of the 

incorporation of IoT and so Cloud Computing 

Individuals, health professionals, medical companies, 

and experts be based upon analytical versions 

produced from many of these info resources to 

through the network keep an eye on individuals, 

early-diagnose illnesses, and discovered customized 

remedies as well as , medicines. Nevertheless, with no 

suitable personal privacy safety, performing data 

statistics turns into a resource of a personal privacy 

headache. In this kind of content, publisher offered 

the study issues in producing useful level of privacy 

conserving analytics in medical care info devices. 

Publisher assessed the info and then analytic 

preferences for the included celebrations, determine 

the privateness property, reviewed known privacy 

substrates, and so talked about the feasible trade-off 

among personal privacy, effectiveness, and unit top 

quality [11]. 

Catastrophe supervision required a close to current 

data diffusion to ensure that the crisis solutions can 

become supplied to the proper persons at the right 

period. Latest improvements in facts and conversation 

systems allow group of current information from 

numerous resources. Writer also, presented this sort 

of a scenario conscious program to assist catastrophe 

control data lifecycle, i.e. from info intake and control 

to notify scattering [12].  

Wise Golf course Residence android application was 

being successful to notice and controlling the 

microclimatic ground inside a property. Right from 

the renewable home very easily obtain ground 

dampness, moisture and heat sensor worth to android 

software , relating to detectors beliefs and then 

publisher arranged predetermined tolerance 

principles for every sensor ,based on sensor psychic 

readings author had been heading to restrain 

employing drinking water sprayer , chilling lover , 

roof and concentrate light and so simply press the 

switch in android author can help to make on/off 

engines and it likewise experienced datasheet of all 

garden planting as well as , time of year smart safety 

measure materials for monitoring and managing [13].  

The period of program integration with the aid of 

service-oriented architecture is usually quickly 

getting a heritage. New systems progressively depend 

on the heir tiny support structures. Nevertheless, 

allocated uses can easily as well perform a critical part 

in the internet-of-things. In this newspaper, writer 

collected proof showing cross-cutting problems in 

these kinds of areas as well as, spotlight how aspect-

oriented encoding details them. Particularly, the goal 

of this paper is usually to offer a roadmap meant for 

using aspect-oriented coding to offer efficiently by 
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way of crosscuts in request style, devices conversation, 

and incorporation [14]. 

The Internet of Things (IoT) is certainly an important 

element of Industry 4.0. Scheduled to developing 

requirements of clients, the current IoT design will 

not really end up being dependable and reactive for 

following era IoT applications as well as, forthcoming 

companies. Info Analytics and Big Data are being used 

meant for recognition of overall performance. This 

mixture of technologies is usually in a position to 

meet requirements of fresh applications. The 

proposed book architecture is usually modular, 

effective, agile, scalable, basic, and so it is normally 

ready to gratify the large figure of data and program 

demands [15]. 

With the developments in Net systems as well as, 

Cellular Sensor Systems, a fresh period of the Internet 

of Things (IoT) is becoming recognized. IoT created a 

great deal of details which can be utilized to enhance 

the performance of their daily world and gives 

advanced products and services in an array of request 

domain names. Therefore, a privacy-protected and 

inter-cloud data fusing platform is usually required to 

the requirements for info exploration and analytic 

actions in IoT. In this unique newspaper, writer 

suggested such a system established on Joint Cloud 

Stop string and research a new circumstance of wise 

journeying based mostly on the recommended system 

[16]. 

Wearable skilled products due to sensor constantly 

bring about tremendous data which is normally 

known as big info combined with organized and so 

unstructured data. Anticipated to the difficulty of the 

info, it is usually hard to course of action as well as , 

examined the big data pertaining to obtaining useful 

data that can get beneficial in decision planning. The 

recommended architecture is utilized for acquiring 

incorporation of haze computer with cloud work. 

This architecture as well uses important 

administration support and info categorization 

conduct (Sensitive, Crucial and Regular) for offering 

protection offerings. The platform also utilizes 

MapReduce founded prediction style to forecast the 

centre illnesses [17].  

Overall performance analysis guidelines many of 

these as throughput, level of sensitivity, precision, 

and f-measure will be determined to show the 

productivity of the offered structures mainly because 

very well as the conjecture version. Strategies in the 

agribusiness need to be resolved perishable goods, 

unstable source variants and strict food security and 

then durability requisites [18]. The Internet of Things 

(IoT) could add considerably to resolve these kinds of 

difficulties as it given permission to be distant 

managing the area as well as, circumstances of 

deliveries and so products. The structure backed the 

supply of inexpensive tailor-made alternatives by way 

of making use of concept enablers of the Western 

Long term Net program and by assisting the using 

again of domain-specific benefits. 

 

III.  MQTT PROTOCOL 

 

MQTT is usually among the many virtually all 

generally utilized methodologies regarding IoT. 

MQTT allows source confined IoT products to send 

out, or maybe distribute, details about a provided 

matter to a machine which usually features seeing 

that MQTT concept broker. The several brokers after 

that force the info out to these customers which have 

recently activated to the theme. To a human being, a 

subject appears just like a hierarchical document 

route. Customers may register with a particular 

position of a topic's structure or perhaps make use of a 

wild-card personality to sign up to with diverse 

amounts. All paragraphs must be indented.All 

paragraphs must be justified, i.e. both left-justified 

and right-justified. 
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FIGURE 1: MQTT PROTOCOL COMMUNICATION 

(SOURCE: ECLIPSE) 

MQTT can be communication focused. Every message 

is definitely an under the radar amount of info, 

opaque with the broker. Each and every message can 

be posted to addresses, regarded as a matter. 

Customers might sign up to diverse matters. Every 

single consumer activated to a theme gets nearly 

every meaning printed to the issue. For case in point, 

think about a basic network system with three 

consumers as well as, a central broker. Almost all 

clientele will be available with TCP contacts with the 

broker. Clients B and C subscribe to the subject 

matter heat. Actually despite the fact that MQTT is 

certainly engineered to become light-weight, it offers 

two disadvantages for extremely limited products.  

Every MQTT client needs to support TCP and will 

commonly keep an interconnection wide open to the 

broker at all occasions. Meant for some conditions just 

where box loss is usually large or perhaps processing 

resources will be hard to find, this is normally an 

issue. MQTT topic names will be frequently lengthy 

strings that help to make all of them improper for 

802.15.4. Together involved with these kinds of 

shortcomings will be resolved by means of the 

MQTT-SN process, which identifies an UDP mapping 

of MQTT as well as , provides broker assist meant for 

indexing subject titles. 

 

 

IV. CONCLUSION 

Considering that the MQTT protocol turned out to be 

not really engineered due to protection in brain, the 

process offers traditionally were utilized in protected 

back-end systems pertaining to application-specific 

reasons. MQTT's matter framework can simply type a 

large tree, and so there's no obvious method to 

separate a tree into smaller sized reasonable domain 

names which usually may end up being federated. 

This creates it hard to produce an internationally 

scalable MQTT network system since, seeing that the 

specifications among the theme tree develop, the 

difficulty raises. , As a future research, Top quality 

concerning Solutions requires to get recognized. QoS 

relates to the contract between the sender of a 

concept as well as, the message's receiver. QoS will 

determine the assurance of performance in 

mentioning to a particular concept. QoS functions as 

an important characteristic in MQTT, providing the 

customer the capability to select amongst 3 amounts 

of support. 
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ABSTRACT 

 

The Cyberspace in India is developing swiftly. It has presented ascend to new open entrances in each pitch we 

can consider - be it change, business, sports or training. There are dissimilar borders to a money. Network 

likewise has its own weaknesses. One of the significant disservices is Cybercrime illegal behavior carried out on 

the web. The network, alongside its drawbacks, has likewise presented us to security hazards that accompany 

associating with an enormous system. PCs are being abused for illegal operations like email secret work, Visa 

misrepresentation, suitable, program design theft, mental pestering, etc., which incidence our protection and 

scandal our abilities. Crimes in the internet are on the mounting. Building up a economic digital wrongdoing 

recognition framework is a difficult assignment and secure public activity. At whatever point any online 

exchange is performed through the charge card, at that point there isn't any framework that without a doubt 

predicts an exchange as fake. It just predicts the probability of the exchange to be a false. 

Keywords: Data Mining Techniques, Data Mining Tasks, Data Mining Applications, Clustering, Classification. 

 

 

I. INTRODUCTION 

 

Evidence digging is utilized for analyzing basic 

evidence, including agreements numbers, budgets, 

and clients, to grow better-promoting systems, 

improve the presentation or diminishing the 

expenditures of maintaining the business. Similarly, 

Data mining serves to find new instances of behaviour 

among customs [2]. It includes collection, mining, 

investigation, and statistics of information. Data 

Mining may additionally be explained as a logical 

method of finding helpful info to seek out helpful 

knowledge. Once you discover the knowledge and 

patterns, data processing is employed for creating 

choices for developing the business. 

The most important steps concerned within the 

process are: 

(i) Extract, modify and consignment knowledge 

into a knowledge warehouse. 

(ii) Store and manage knowledge in an 

exceptionally third-dimensional info. 

(iii) proposal knowledge access to business 

analyst’s mistreatment application mainframe 

code.  

 

II. USES OF DATA MINING 

 

Data mining is used for inspecting unprepared data, 

which includes auctions numbers, prices, and 

customers, to rise better publicity and promotion 
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strategies, improve the overall performance or 

minimize the costs of jogging the business. Also, Data 

mining attends to discover new patterns of conduct 

amongst consumers [3]. 

Data Mining is used for predictive and descriptive 

analysis in business: 

(i) The resulting sample in Data Mining is 

supportive in a better hold of client behaviour, 

which leads to advanced & productive future 

results. 

(ii) Data Mining is used for finding the secreted 

records through coming near the market, which 

is advisable for the enterprise however has not 

but reached. 

(iii) It is similarly used for recognizing the region of 

the market, to gain advertising dreams and 

generate a moderately exact ROI. 

(iv) Data Mining helps in transporting down 

functioning price, through discovering and 

defining the practicable areas of investment. 

 

A. Benefits or Advantages of Data Mining Techniques: 

 

There are a few categories of advantages and points of 

notice of information mining frameworks.  

One of the basic issues of these mining makes a total 

structure of examination of mining methods [4]. 

 

1. It is helpful to guess upcoming trends:   

 

Utmost of the working nature of the data mining 

systems carry on all the informational factors of the 

elements and their structure. 

One of the common benefits that can be derived from 

these data mining systems is that they can be helpful 

while predicting future trends. And that is quite 

possible with the help of technology and behavioral 

changes adopted by the people. 

 

 

2. It shows customer behaviors:  

 

There are a few categories of advantages and points of 

awareness of data mining frameworks. One of the 

basic problems of these mining makes a total structure 

of examination of mining approaches. 

 

3. Supports in decision making: 

 

There are some human beings who make use of these 

data mining strategies to assist them with some type 

of decision making. At the present time, all the 

chronicles about approximately can be decided 

without any difficulty with the involvement of 

technology and similarly, with the support of such 

skill one can make a unique decision about somewhat 

unidentified and unpredicted. 

 

4. Increase company revenue: 

 

As it has been well-defined in the earlier that data 

mining is a system whereby which it includes some 

kind of technology to gather some records about 

anything possible. 

This kind of discipline makes matters simpler for their 

income proportion. As people can acquire facts about 

the promoted merchandise online, which finally 

reduces the value of the product and their services. 

 

B. Limitations or Disadvantages of Data Mining 

Techniques: 

 

Data mining technology is approximately that helps 

one person in their decision making and that verdict 

making is a process wherein which all the factors of 

mining is complicated exactly [4]. And while the 

involvement of these mining systems, one can come 

across several disadvantages of data mining and they 

are as follows. 
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1) It interrupts user secrecy:  

 

It is a known fact that data mining gathers 

information about people using some market-based 

techniques and information technology. And these 

data mining process involves several numbers of 

factors. 

But while including those aspects, data mining system 

interrupts the privacy of its user and that is why it 

lacks in the matters of safety and security of its users. 

Ultimately, it creates miscommunication between 

people. 

 

2) Additional unsuitable data:  

 

The key functions of the data mining systems 

generate a relevant space for valuable information. 

But the main problem with these information 

varieties is that there is a possibility that the 

collection of information processes can be a slight 

overwhelming for all. 

Consequently, it is very much crucial to maintain a 

minimum level of limit for all the data mining 

techniques. 

 

3) Misuse of evidence:  

 

As it has been clarified earlier that in the data mining 

system the opportunity of safety and security measure 

are actually nominal. And that is why some can 

misuse this information to harm others in their own 

way. 

Consequently, the data mining system needs to 

change its development of working so that it can 

reduce the ratio of misuse of information through the 

mining process. 

 

 

 

 

4) Accuracy of data: 

 

Most of the time while collecting information about 

confident fundamentals one used to seek help from 

their clients, but currently everything has changed. 

And now the process of information collection made 

things easy with the mining technology and their 

methods. One of the most possible boundaries of this 

data mining system is that it can provide accurateness 

of data with its own limits. 

 

III. DATA MINING TECHNIQUES 

 

Basic types of Data Mining techniques are as follows 

[1]:-  

• Predictive  

• Descriptive   

 

III.I   TYPES OF PREDICTIVE 

 

A. Classification  

B. Regression  

C. Time Series analysis  

D. Prediction  

 

A. Classification:  

Grouping is a data mining (AI) strategy used to 

anticipate bundle support for data models. For 

example, you may wish to use gathering to foresee 

whether the atmosphere on a particular day will be 

bright, blustery or cloudy. Standard request 

methodology consolidates decision trees and neural 

frameworks. 

B. Regression:  

Regression is an information mining dimensions that 

forecasts a number. Benefit, deals, contract rates, 

house estimations, area, temperature, or separation 

could all be anticipated utilizing degeneration policies. 

For instance, a relapse model could be utilized to 

predict the estimation of a house dependent on the 
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spot, number of places, part size, and different 

apparatuses [3]. Regression is an information mining 

strategy used to fit a condition to a dataset. The least 

difficult type of relapse, direct relapse, utilizes the 

equation of a straight line (y = mx + b) and decides the 

suitable qualities for m and b to foresee the estimation 

of y dependent on a given estimation of x. Boosted 

procedures, for example, various relapse, permit the 

utilization of more than one information variable and 

take into account the fitting of more intricate models, 

a quadratic condition.  

C. Time Run Analysis:  

A period arrangement speaks to an mixture of 

qualities got from successive assessments after some 

time. Time-arrangement information mining comes 

from the craving to rectify our distinguishing capacity 

to visualize the state of information. People depend 

on complex plans so as to perform such spending. We 

can actually abstain from focused on little 

uncertainties so as to determine a thought of shape 

and recognize immediately similarities between 

designs on different time scales. 

D. Prediction:  

Predicting the credentials of one aspect primarily 

based purely on the description of another, associated 

element. 

1. Not always future events, simply unknowns  

2. Based on the relationship between a portion 

that you can recognize and an element you 

want to predict Predictor => Predicted. 

3. When constructing a predictive model, you 

have statistics overlapping each. 

4. When the procedure of one, you have facts 

describing the predictor and you choose it to 

inform you the expected value. 

 

 

 

 

 

3.2 TYPES OF DESCRIPTIVE 

 

A. Clustering  

B. Summarization  

C. Association Rules  

D. Sequence Discovery 

 

A. Clustering:  

Clustering is operated to store the information into 

clusters as per their qualities, attributes, resemblances 

and dissimilates. In this methodology same sort 

information are store in same gatherings and these 

gatherings are known as groups however information 

is heterogeneous between two groups. Bunches can be 

applied on gathering of certain schools to examine the 

similarities and contrasts between these schools, 

understudies can be grouped together to anticipate 

the distinctions in their behavior.  

B. Summarization:  

Summarization is a key information mining idea 

which includes procedures for finding a minimized 

depiction of a dataset. Straightforward synopsis 

strategies, for example, classifying the mean and 

standard deviations are frequently applied for 

information examination, information perception and 

mechanized report age. 

C. Association Rules:  

Association rule getting to identify is a famous and 

properly researched approach for discovering 

attractive family members between variables in 

immense databases. It is supposed to discover robust 

guidelines located in databases the use of exclusive 

measures of interestingness. Based on the thinking of 

robust rules. 

D. Sequence Discovery:  

Sequential Pattern mining is a theme of records 

mining involved with determining statistically 

applicable patterns between chronicles examples the 

place the values are delivered in a sequence. It is 

generally supposed that the values are discrete, and as 
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a consequence time sequence mining is intently 

related, however mostly viewed a distinctive activity. 

Sequential sample mining is a one of a kind case of 

structured facts mining. 

 

 

IV. DATA MINING EXPOSURE METHODS 

 

A. violence as a communal unhealthiness 

General violence could be a serious social downside 

universal. it's expected that third of girls worldwide 

have knowledgeable some style of violence by their 

intimate partner in their period (WHO 2017). The 

National Intimate Partner and Sexual Violence Survey 

(2011) found that ∼35.6% of girls report a period rate 

of intimate partner abuse of some style of violence, 

like rape, physical violence, or irritation. even if 

lady’s area unit a lot of possibly to be victims of 

violence, men are victimized by friendly partners. 

Nearly 28.5% of men report being the victims of some 

style of violence by assistant intimate partner in their 

period. Same-sex intimate partner violence is 

additionally a heavy public health issue. a 3rd of 

lesbian ladies (33.5%) and one in four gay men (26%) 

expertise a minimum of one form of violence in their 

period. violence is related to hurtful penalties for 

physical health (e.g., injury, chronic pain), mental 

state e.g., unhappiness, posttraumatic stress disorder, 

sexual health (e.g., sexually transmitted diseases), and 

women's procreative health [5]. 

B. Information mining application to medicinal 

services misrepresentation discovery  

The medicinal services part is a fascinating objective 

for fraudsters. The availability of a lot of evidence 

makes it believable to handle this issue with the 

adoption of information mining strategies, making the 

examining procedure more proficient and powerful. 

This exploration has the target of building up a 

innovative information mining model dedicated to 

extortion identification among clinics utilizing 

Hospital Discharge Charts (HDC) in Administrative 

Databases. Precisely, it is centeredaround the DRG 

upcoding practice, i.e., the inclination of enrolling 

codes for offered types of assistance and inpatients 

wellbeing status so to make the hospitalization fall 

inside a more profitable DRG class [6]. 

C. Data mining for security applications 

Data mining has many applications in safekeeping 

together with in nationwide safety (e.g., investigation) 

as well as in cyber protection (e.g., virus discovery). 

The threats to countrywide protection consist of 

attacking structures and terminating necessary setups 

such as power grids and cable systems. Data mining 

techniques are being used to identify doubtful 

humans and groups, and to discover which folks and 

groups are capable of carrying out terrorist actions. 

Cyber security is concerned with protecting machine 

and community systems from dishonesty due to 

malicious software together with Trojan horses and 

viruses. Data mining is also being utilized to provide 

options such as intrusion detection and auditing [7]. 

D. Data Mining Application for Cyber Credit-Card 

Fraud Recognition System 

Data mining has popularly earned attention in 

opposing cyber credit-card fraud due to the fact of its 

positive artificial Intellect (AI) methods and 

algorithms that can be applied to notice or predict 

fraud thru Knowledge Discovery from unfamiliar 

patterns derived from gathered data [8]. 

E.  Scam Detection System in Mobile Payment Service 

Using Data Mining 

As rising of clever telephone dissemination over the 

world, various cell payment offerings have been 

developed and scam communications have 

significantly improved. Even though many financial 

agencies have arranged safety options to notice fiddle 

transactions in on/off-line situation, cellular fee 

offerings nevertheless lack fraud detection options 

and researches. The cell charge is mainly covered of 

micro-payments and fee surroundings is exceptional 
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from other payments, so mobile-specialized fraud 

detection is needed [9]. 

 

V. TASKS IN SCAM RECOGNITION 

Building a scam exposure tool is no longer as easy as it 

looks. The expert wishes to determine which studying 

strategy to use (e.g., supervised getting to know or 

unsupervised learning), which algorithms to use (e.g., 

Logistic regression, selection trees, etc.), which points 

to use, and most significantly, how to deal with the 

class inequality trouble (fake instances are 

particularly sparse as compared to the legit cases). 

Class imbalance is now not only the most important 

challenge in fraud detection system. Overlapping of 

the authentic and fraudulent instructions due to 

partial information about the transaction files is some 

other disturbance in the classification responsibility, 

and most desktop gaining knowledge of algorithms 

disappoint underneath these circumstances. 

In a real-life situation, a fraud detection dummy 

predicts the nature of class (genuine or fraudulent) 

and offers the alert for the most suspicious transaction 

to the investigators. Detectives then perform a 

supplementary investigation and grant feedback to 

the fraud recognition device to enhance its 

performance. However, this procedure can be an 

overhead for the investigators due to which uniquely 

a few transactions are validated on time by the 

investigators. In such a case, just a few feedbacks are 

provided to the predictive model, which normally 

outcomes in a less important accurate dummy. 

As regulatory establishments very rarely expose the 

customer information to the public due to 

confidentiality issues, the actual economic datasets 

are very hard to find. This is one of the most 

important tasks in fraud exposure lookup work 

 

 

 

 

VI. FRAUD RECOGNITION PROCEDURE 

 

The transactions are first checked at the terminal 

factor to be valid or not, which is proven in figure.1  

At the mortal opinion, certain essential conditions 

such as satisfactory balance, authentic PIN (Personal 

Identification Number), etc. are authorized and the 

transactions are filtered accordingly. All the valid 

transactions are then scored with the aid of the 

predictive model, which then categorizes the 

transactions as proper or fraudulent.  

 

 
Fig. 1. Fraud recognition procedure 

The agents investigate every fake aware and deliver 

comments to the predictive model to enhance the 

model’s performance[10]. 

 

VII. CONCLUSION 

 

We considered dissimilar scam recognition data 

mining techniques giving to different zones. Data 

mining is a familiar sector of investigating, expecting 

and significant guidelines from the huge quantity of 

information and discovery accurate, earlier 

unidentified outlines. This paper concentrations on 

data mining techniques as remarkable method for 

scam outlines exposure in every zone. Finally, the 
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bottom line is that all the techniques, techniques and 

facts mining systems assist in the discovery of new 

creative things. And at the stop of this discussion 

about the records mining methodology, one can 

actually understand the feature, elements, purpose, 

characteristics, and benefits with its very own 

limitations. Therefore, after reading all the above-

mentioned records about the facts mining techniques, 

one can decide its credibility and feasibility even 

better. 
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